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Trading off Apples, Peaches and Oranges...




_Design Effort vs Quality tradeoff in EDA

Budget

design effort, tool runtime, cost

quality G 14

Speed, Area, Isower, etc.

WEe'll settle for a common-sense point, given budget
- back off, if there is not enough budget.
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Synthesis is from Mars, Analysis is from Venus
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How design really works...

Formal Maobin
lterate: Verification pping

Global-level .= — bulffering

&~ @ = timer Global placer
M@u ﬂ[hﬁz@ =_  —= Global router
' 4 = == Gateresizing
. > 4 = —— Clock Tree S.
: Timer& o
= Avoid loops: Extractor —— = ate rewiring
= Correct-by-construction —=_ ——= Gate buffering
methods Detailed o
= ABC flow etailed placer
_ Sign-off Track
= Speed up loop by: DRC checker rack router
i i — =
. Reduc_;lng analys_ls accuracy Tekton  — — Detailed router
* Running tasks in parallel S'e O?f
= Take away walls between MO = = Detailed opt.
tools: Sign-off timer in the Timer
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Building a Design Flow

Observation 1:
Need gradual refinement flow Formal

. - Verification Mapping
using many algorithms A
Global-level —= —= 9
. . timer Global placer
Observatlon 2' “— "= Global router
S_ynthes_ls algprlthms need . < B 1Gals resizing
highly simplified models of reality “_ ™= Clock Tree S.
ET(ItrrT;ec:rtog; “Z__ = Gate rewiring
Observation 3: “— > Gate buffering
Synthesis algorithms cannot deliver Detailed placer
good multi-objective trade-offs g Signeof N outer
Sign-off Detailed router
I - Timer ——
Observatlon 4' ) ] Finesim- ——— Detailed opt.
Optimizing a single objective often Spice

makes other objectives worse.
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The ABC of a solid EDA Design Flow
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Example ABC: Combating crosstalk delay

" Avoid: using ‘pessimism’:
= Size up all drivers: Costs cell area and power
» Force double spacing NDR on many nets: Costs congestion = area

_ iAo
Build: CvR—
= Some routing tricks to spread & jog wires S0fF, of which
30-80% is to
] neighbors
= Correct using ECO: <
= gate re-.5|zmg, buffering ——
= Re-routing cap:
4fF
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Effect of this physical ECO on timing
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Controlling the amount of Correction

Objectives

Probability
[Needs Correction J

Distribution
Function
Run flow > &
faiI<J-> pass

» Relax the objective

= More Avoidance (pessimism)
= Which might deteriorate other objectives
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Avoidance vs. Correction: masks

= Avoid:

%%
: DRC di Ne 919 %ole‘s‘ ot ‘“c‘\

9 ‘eﬁ&em$06n+ hacks

rrect:

= Analyze using DRC, CAA, LPC
» Fix incrementally using R&R

= How many failures are
acceptable?

= < 100 violations: Manual fixes are feasible

= 1000-10000 violations: Automatic ECO-
style fixes, rip-up and reroute
= > 10,000 violations ????7??7?




How to tune the EDA flow?

= Tuning of the TCL script
= Fijrst time: N N
= Poor local optimum, bugs, data
mistakes
= Tune flow+data —
= Better local optimum. \ ‘ /// 1I;%(;JIWn tool
,/~\4\
= But:
" Loopis slow Analyze results
= Tool talks gibberish .
= Result depend on experience ilgiii

of engineer.
» Hacks are design-specific




Debugging: finding what’s wrong

1 line of RTL caused 16 gates in critical path
Can RTL Designer change this to help?

divider

Net
..iG12.2192_1

Highlight

Clear Highlight

Hide

Copy Name

Insert Buffer...

Delete

Compress Bus/Group
Layout

Set $n Logic Way!
FEloorplan
HDL

Properties...

4
NET: divider_unit.C589.iG12_2192_1

timer_0 jwork/pwm_reader/ pwm_reader - Worst Case Analysis o [
@ Refresh | Summary Histogram Paths Configs Constraints | Clock Summary Clock Histogram
Editor /projects/nam/users/schritz/openCoreDesigns_89/pwm/rtl/verilog/serial_divide_uu.v o 12 Locate Path(s) \
File Edit Ffrmal View Show Hidden Searching Options
M’: Slack Analysis iLeft-click on slack bars to inspect)
divide_count < = This full-cycle path is register-to-register, and has a hurtful 6ps clock skew. [] cell Delay
/1 dhidend The source and reference clocks are the same. ] wire Delay
grand_dividend
divisor plac nd AT: || Clock Delay | st | Data Path Delay
s that are known r - 1
i 05 in the guatient Wl el I | IR 1 T ) e
grand_divisor <= divisor_i << (N_PP+R_PP-S_PP-1); =
end RT: || Clock Delay | Cycle Adjust | Slack
else if (divide_count == M_PP+R_PP-S_PP-1)
hegin Path Details (Right-click on rows for options)
if (~done_o) guotient <= guotient_node, /{ final shift
if (~done_o) quotient_reg <= quatient_node; // final shift (held output) Data Path [/ Clock Paths
done.o <=1 /4 ndiic e, just sit (View in Schematic, Floorplan, or Layout Editor; show Exceptions) [ [&] customize Tabe...
83 end =
1 ! Lt Didcian in nraaracs ‘ file [line [ AT entity name ]
Schematic fWork/pwm_reade g w742 7 [T .lzjmlects.lnam.lusersJsthmzJnnenCoreDeswuns_89/pwm/nl/ver!logjser\al_dl\qde_uu.v 199 891 oai2ldl A‘
- ic R4 s it fvarilan fcarial divida 1w 1aa 247 ani?21d1
Schematic  Edit Yiew Select Show Hide Help Layout Fwork/pwm_reac i
o N 7 I i Tl Layout JSwork{pwm_reader/ pwm_reader
@ & @ @\ @‘ = < @ r:t:_'o ‘] File Yiew Select Add Edit Plan Pin Power Tools Help : - - -
raa & Wy ot - . " = L - File WView Select Add Edit Plan Pin Power Tools Help
RS RRZ(APr Mo s By 200 m——
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Local Optima the Design Flow

74
A j
‘ COStSolution
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The EDA Design Flow as a Pachinko Machine

= Run flow:

= End up an one of the local optima.
= Re-run:

= typically get same results

» (Multi-processing alert!!)

= Re-run with small change

= Could be significant difference
= Changes:

» [rrelevant order changes

» Additional steps/algorithms

= Changing constraints, tuning, etc.

= Good/bad results depend on:
= ‘ease’ of the design
= Flow set-up/tuning
» Design structure (e.g. data paths)
= Coincidence




A donkey doesn’t bump into the same stone twice




Bad ideas that EDA keeps on bumping into Db ohi

A
= Cloud computing (formerly: |® tCAD) @
» Model based DRC & DFM by Q D N

!o I

= Common CAD frameworks (Plug & play EDA =5
tools) @

l'
X
= Thermal placement
vi A\

o‘o‘

J’r'

= X-architecture
= Structured placement 4.\'
= Multi-core EDA - o
‘ 6
= GPU’s and OpenCL and CUDA, hybrid
'

\|I
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EDA is Dumber than a Donkey, example #1

» Structured Datapath Placement

B AR A1

I AR

lll Ill lll lll I
I III ik




#2 Donkey moment example: Multi-core




Amdahl’s law: Why parallelization gain tapers off

single-thresc Mult-threac
(1-P) *R (I-P) * R Parallelization\
\/L Egg Parallelizable ?Eé}izg”

P = Parallelizable Ontentlon
part ) Assembly J
F P*R (P * RN
I

= Runtime =R * Run time = RI((1 -P) + P/IN) +O

st push [P to 100%
[usAminimizell

\|1
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in the flow

ingle step
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Parallel

10 12 14 16 18 20 22 24 26 28 30 32
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Parallelizing the flow: Can we break the barrier?

Synthesis '
10x
> > ‘ Dream \
Placem 8x &
R
OptO 7X -"'

(@)
x

Reality

Relative =speedup
(®)]
X

TN
X

N W
x x

RN
X

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
# of processors
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Parallel locking

Net properties

\ Is Is Is Is Don't

power scan keep happy route

v
v

Clever idea: reorder after read: popular objects get in front

Don’t Is Is Is Is
route power scan keep happy

v

/ . / ".’

Since read messes with the list, | need a lock
on EVERY read

MAGMA



Unlocking parallel potential

= Locks can easily kill potential
multithread gains.

= Avoid locks: Duplicate contended data

= Sledge hammer: duplicate all data (OS
support for that)

= Costs time and memory
= Complicates code

* Avoid locks: by construction “;
= Work on non-overlapping data

\|/
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Parallelization requires extremely low overhead

» Resource bottlenecks
» Bandwidth to memory or disk

= Many EDA problems have poor data
locality due to design size

= Design partitioning and
re-assembly
= Non-trivial for EDA problems

S "n’
{17 F on e 4
] ] »

= Interactions between threads " w -
» Data dependencies between N] ﬂ@@% Hﬁﬂ@]@[@@ﬁﬂ@]@mﬁ
threads kill speedup A
= No locks!! p@ﬁ’@ﬂ@ﬂ@h’ﬂ@
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Partitioning is EVIl for synthesis

.

= Why is it evil?
= Qverall quality suffers
= Cannot optimize across boundaries
= Partitioning problem is proven tough
» Good partitions take (non-parallelizable)
effort!
= Algorithmic
* Need to duplicate data Partitioning:
A necessary evil

for the sake
of parallelism?

MAGMA




How to partition a problem for parallelism?

= Observation 1:
= Analysis tools are much easier to parallelize
= They do not change design state

= Observation 2:

= Synthesis tools change design state

= Design changes while its being
worked on.




Issue: Load distribution

= |Load is not

predictable $
m} !'l*”*l'*l"

16-core: Effective
utilization:10%

4-core: Effective
utilization:

95%
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Issue: Repeatablity: parallelism’'s silent killer

= 4 processors, 16
jobs to do.

Need to
sync

In case jobs are
100%
independent

MAGMA



CUDA & EDA: What’s wrong with this picture??

Showing 1 - 13 of 13

ED D

B B
el EEm B
=

High-performance CUDA v g i Om:g@1Sim GX Hardware-
kernel execution on FPGAs A%y2l¥ ated SPICE Simulator
8x

SCBPSim: A fast SystemC \ 94 Towards Acceleration of Fault
simulator on GPUs \ i \ > Simulation

SCBPSIm: A fast SystemC &yarse Matrix-Vector Rapid multipole graph Accelerating Statistical Static
Simulator on GPUs Multiplication Toolkit for Gr... drawing on the GPU Timing Analysis
10x 260 x




Why Friends don’t let Friends program OpenCL/CUDA

»

GPU only
applies to
the leaf
level -

\|/
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Run!

= Hybrid solutions are bad ideas




Medical tools VS. EDA tools

New flow component
* Based on electrical/
physical plausibility
Program it (C++/TCL)
Unit test
Test on small testcases
* Debug program

* Efficacy, side effects
Deployment

* o for it!

= New drug

= Biological model of cause,
actions and side-effects

= Develop it
= Test tube test

= Test on animals
= Efficacy,
= side effects

= Clinical trials

= |Large double-blind placeb
controlled tests

= FDA-approval
Deployment

ers: think it, build it, demo it, declare victoay AGMA



Lack of Evidence = Quackery

I Made $13,150 EDA

With Just 2 Hours IS not exempt:
of Smart Work

Click Here To Find Out How
éti.iorcalgmgté[ncash it..
/2 : "é OpenCL
e m,L
= *Structured
placement
PO LA 4 bl *Thermal-driven
o 488887, T placement

‘\3.«ll-‘_?_..llf’

*DFM-driven design
*Plug ‘n play tool
interoperability
*Hybrid GPU/CPU

O AREDEBILITATED, AND SUFFERIN EDA tOOIS.
o Jggw;upﬂ%wsr:: *Gridless routing
Y *X-Architecture
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&
AYTER USING, i
v : \ I
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Skeptical wisdom for EDA

* “Humans are amazingly good at self-deception”
* This looks soooo good, therefore this must work

= “If it has no side effects, it probably has no effects either”

= Example: improving temperature gradients will cost timing you!
Are you really willing to pay based on the evidence?

= “Do not confuse association with causation”
= “] took this airborne pill, and | did not get sick”
= “] used this DFM optimizer, and the chip yields!

= “The plural of ‘“anecdote’ is ‘anecdotes’, not ‘data’”
= Result could be a random effect, or another side effect
= No substitute for unbiased placebo-controlled tests
= Only large data sets are statistically relevant

MAGMA



MAGMA



