
 
An Overview of Current Research into 

Recognition and Retrieval of 
Mathematical Notation

Richard Zanibbi, Department of Computer Science, 
Rochester Institute of Technology, Rochester, NY, USA rlaz@cs.rit.edu

Nov. 10, 2011, IEEE Computer Society Meeting



Quick Notes
Document Recognition and Retrieval XIX

Being held at SPIE Electronic Imaging this January 
(in San Francisco). Invited Speakers:

• Samy Bengio (Google) - Machine Learning

• Christopher Manning (Stanford) - Information 
Retrieval
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R. Zanibbi and D. Blostein (2011) Recognition and Retrieval of Mathematical 
Notation, Int'l. Journal of Document Analysis and Recognition, to appear, 
available online from www.springerlink.com, 28 pp.
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Motivation
Find math in documents (.pdf, scanned images, html, etc.)

If we want to look up a term we check the index.

What if an undergraduate student wants to find the sum of squared 
error function in their textbook, and does not know the name of the 
function? 

Find similar expressions 

...and related information in technical documents, using a combination 
of math and keywords (‘conventional retrieval’)

• e.g. try to locate research papers employing a particular cost 
metric in an image processing/computer vision paper 
database

Target Users: initially, non-experts 
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What is Math?



Mathematical Notation
• A natural visual language: frequently adapted by authors 

for their own purposes 

• (consider the overloading of ‘f ’ or ‘x’) - dialects

• Often used to represent quantities (e.g. real numbers) 
or structures (e.g. matrices, graphs, logical statements), 
and operations upon them 

• History of Math Notation:  see Cajori,  “History of 
Mathematical Notations” (2 Vols.), 1929

• To evaluate an expression, need to know assumptions/
conventions regarding symbols (e.g. variable bindings), 
as well as the primitives and operations represented in 
an expression. 5



Math Encodings, Example: (a+b)2

Symbol Layout Tree

Defines symbols and their 
relative positions (e.g. LaTeX, 
Presentation MathML)

Operator Tree

Defines (partial) application of 
operations to operands (e.g. 
Content MathML, Maple, 
Matlab, Mathematica)
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Fig. 3 Key Recognition Problems: Expression Detection, Symbol Extraction or Symbol Recognition, Layout Analysis, and Mathemat-
ical Content Interpretation. Shown at left are the possible input formats, including vector-based document encodings such as PDF
files, pen/finger strokes, and document images. The form of input and output for each problem is shown. Many systems perform
recognition in the order shown, but not all. For example, some systems combine Layout Analysis and Mathematical Content Interpre-
tation, producing an operator tree directly using the expected locations of operator/relation arguments [29,31]. Post-processing stages
used to apply language model constraints (e.g. n-grams) and other refinements are not shown (see Section 4.5).

Math recognition also finds application in tutoring
systems. For example, when middle school and high
school students tested a math tutoring prototype (based
on FFES/DRACULAE), students using pen entry com-
pleted their math tutoring sessions in half the time of
those that typed, with no significant difference between
their pre-to-post test score gains [7].

The following four key problems arise in the recog-
nition of math notation, as illustrated in Figure 3.

1. Expression Detection (Section 4.1). Expressions must
be first identified and segmented. Methods for de-
tecting offset expressions are fairly robust, but the
detection of expressions embedded in text lines re-
mains a challenge.

2. Symbol Extraction or Symbol Recognition (Section
4.2). In vector-based representations, such as PDF,
symbol locations and labels can be recovered, though
some handling of special cases is needed (e.g. root
symbols are often typeset with the upper horizon-
tal bar represented separately from the radical sign,
√ [14]). In raster image data and pen strokes, de-
tecting symbol location and identity is challenging.
There are hundreds of alphanumeric and mathemat-
ical symbols used, many so similar in appearance
that some use of context is necessary for disam-
biguation (e.g. O, o, 0 [103]).

3. Layout Analysis (Section 4.3). Analysis of the spa-
tial relationships between symbols is challenging.
Spatial structure is often represented using a tree,
which we term a symbol layout tree (Figure 4a).
Symbol layout trees represent information similar to
LATEX math expressions; they indicate which groups
of horizontally adjacent symbols share a baseline
(writing line), along with subscript, superscript, above,
below, and containment relationships. Symbols may
be merged into tokens, in order to simplify later pro-
cessing (e.g. function names and numeric constants).

4. Mathematical Content Interpretation (Section 4.4).
Symbol layout is interpreted, mapping symbols and
their layout in order to recover the variables, con-
stants, operands and relations represented in an ex-
pression, and their mathematical syntax and seman-
tics. This analysis produces a syntax tree for an
expression known as an operator tree (Figure 4b).
Given definitions for symbols and operations in an
operator tree, the tree may be used to evaluate an
expression, e.g. after mapping the tree to an ex-
pression in a CAS language such as Matlab, Maple,
or Mathematica. However, determining the correct
mapping for symbols and structures can be difficult,
particularly if there is limited context available.

Figure 3 illustrates a series of stages commonly used
in recognition of mathematical notation. The order of
stages can vary [18]. Intermediate results produced by
one stage may provide contextual information to con-
strain analysis in other stages, or to constrain the anal-
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(a) Symbol layout tree. The tree is rooted at left (‘(’).
Horizontally adjacency relationship edges are unlabeled
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(b) Operator tree. The tree represents the addition
of a and b, squared.

Fig. 4 Symbol layout tree and operator tree for (a + b)2



Math Encodings, Cont’d
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(a + b)2
<msup>

<mfenced>
<mi>a</mi>
<mo>+</mo>
<mi>b</mi>

</mfenced>
<mn>2</mn>

</msup>

(a+b)ˆ2

<apply>
<power/>
<apply>

<p lus />
<c i>a</ c i>
<c i>b</ c i>

</apply>
<cn>2</cn>

</apply>

(a) Expression Image (b) Presentation MathML [10] (c) LATEX (d) Content MathML
(Symbol Layout Tree) (Symbol Layout Tree) (Operator Tree)

Fig. 8 Math File Encodings (adapted from [1])

However, some expressions are not intended for eval-
uation. For example, consider the integral shown in Ta-
ble 1. The vector space is continuous, and thus this
integral cannot be computed directly. Doing so would
also not be of interest, as this expression is commonly
used in a constraint that the expression needs to eval-
uate to 1.0.

We now briefly describe file formats used for sym-
bol layout trees and operator trees. Symbol layout trees
represent the placement of symbols on baselines (writ-
ing lines), and the spatial arrangement of the baselines.
File formats for representing symbol layout trees in-
clude Presentation MathML and LATEX, as shown in
Figure 8b and c. Compared to LATEX, Presentation MathML
contains additional tags to identify symbols types; these
are primarily for formatting. Grid layouts are repre-
sented by rows and columns of subexpressions (e.g. us-
ing the array construct in LATEX), with each subexpres-
sion represented by a symbol layout tree or grid. Grids
may occur as subexpressions in symbol layout trees, as
in the factorial function definition in Table 1: the main
baseline of the expression consists of x! = {[sub], where
[sub] represents a grid containing four subexpressions
(two value–condition pairs) used to define the function.

An operator tree, as shown in Figure 4b, represents
the operator and relation syntax for an expression. Op-
erator trees may be encoded in a number of ways, in-
cluding Content MathML and OpenMath [36, 37]. To
evaluate an expression, it is necessary to know the def-
initions for all symbols and operations. As shown in
Figure 8d, tags in Content MathML represent defined
primitives (e.g. <cn>2</cn>), operations (e.g. < plus/>)
and relations. The OpenMath standard provides an en-
coding for formalizing the semantics of symbols and
operations using content dictionaries. Given this infor-
mation, an expression may be evaluated mechanically,
using a Computer Algebra System.

3 Mathematical Information Retrieval

Figure 6 summarizes the process of information retrieval.
In general, users have an information need that they
attempt to satisfy using the retrieval system. Informa-
tion needs take many forms (Table 2), and are seldom
concrete: often, they change as a user interacts with a
retrieval system. Consider image retrieval: Smeulders
et. al point out that often users’ impression of the im-
ages they want are only partially defined, such as when
looking for an image belonging to a class of objects (e.g.
chairs), or not defined at all, as when browsing through
an image collection [132]. A discussion of research on
information needs, including difficulties associated with
their observation and common misconceptions, is pro-
vided by Case [26] Chs. 1 and 4. Research on image
search needs and behaviours is summarized by West-
man [156].

A better understanding of users’ information needs
will further the development of MIR systems. At present,
MIR research has been motivated primarily by develop-
ing new search techniques based on query-by-expression
[75, 171]. Better response to information needs will al-
low MIR to mirror the advances in internet search in-
terfaces over the last two decades [61]. In a study of
MIR usage, Zhao et al. report that participant queries
may be motivated by a specific information need, such
as the need for a definition or derivation [171]. In ad-
dition to information needs, participants expressed re-

source needs, requesting resources with a certain style
and depth of presentation (e.g. tutorials versus research
papers), or requesting resources with a particular func-
tion (e.g. written documents, including slides and web
pages, versus code and data sets).

General-purpose search engines such as Google can
be used to locate mathematical content, but the results
may be weak in relation to the user’s goals, as these sys-
tems use term-based indexing with no model for math-
ematical content. For example, one can try matching
MathML tags, or matching the LATEX strings that oc-
cur in some web pages as annotations for the expres-
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Fig. 3 Key Recognition Problems: Expression Detection, Symbol Extraction or Symbol Recognition, Layout Analysis, and Mathemat-
ical Content Interpretation. Shown at left are the possible input formats, including vector-based document encodings such as PDF
files, pen/finger strokes, and document images. The form of input and output for each problem is shown. Many systems perform
recognition in the order shown, but not all. For example, some systems combine Layout Analysis and Mathematical Content Interpre-
tation, producing an operator tree directly using the expected locations of operator/relation arguments [29,31]. Post-processing stages
used to apply language model constraints (e.g. n-grams) and other refinements are not shown (see Section 4.5).

Math recognition also finds application in tutoring
systems. For example, when middle school and high
school students tested a math tutoring prototype (based
on FFES/DRACULAE), students using pen entry com-
pleted their math tutoring sessions in half the time of
those that typed, with no significant difference between
their pre-to-post test score gains [7].

The following four key problems arise in the recog-
nition of math notation, as illustrated in Figure 3.

1. Expression Detection (Section 4.1). Expressions must
be first identified and segmented. Methods for de-
tecting offset expressions are fairly robust, but the
detection of expressions embedded in text lines re-
mains a challenge.

2. Symbol Extraction or Symbol Recognition (Section
4.2). In vector-based representations, such as PDF,
symbol locations and labels can be recovered, though
some handling of special cases is needed (e.g. root
symbols are often typeset with the upper horizon-
tal bar represented separately from the radical sign,
√ [14]). In raster image data and pen strokes, de-
tecting symbol location and identity is challenging.
There are hundreds of alphanumeric and mathemat-
ical symbols used, many so similar in appearance
that some use of context is necessary for disam-
biguation (e.g. O, o, 0 [103]).

3. Layout Analysis (Section 4.3). Analysis of the spa-
tial relationships between symbols is challenging.
Spatial structure is often represented using a tree,
which we term a symbol layout tree (Figure 4a).
Symbol layout trees represent information similar to
LATEX math expressions; they indicate which groups
of horizontally adjacent symbols share a baseline
(writing line), along with subscript, superscript, above,
below, and containment relationships. Symbols may
be merged into tokens, in order to simplify later pro-
cessing (e.g. function names and numeric constants).

4. Mathematical Content Interpretation (Section 4.4).
Symbol layout is interpreted, mapping symbols and
their layout in order to recover the variables, con-
stants, operands and relations represented in an ex-
pression, and their mathematical syntax and seman-
tics. This analysis produces a syntax tree for an
expression known as an operator tree (Figure 4b).
Given definitions for symbols and operations in an
operator tree, the tree may be used to evaluate an
expression, e.g. after mapping the tree to an ex-
pression in a CAS language such as Matlab, Maple,
or Mathematica. However, determining the correct
mapping for symbols and structures can be difficult,
particularly if there is limited context available.

Figure 3 illustrates a series of stages commonly used
in recognition of mathematical notation. The order of
stages can vary [18]. Intermediate results produced by
one stage may provide contextual information to con-
strain analysis in other stages, or to constrain the anal-
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Fig. 3 Key Recognition Problems: Expression Detection, Symbol Extraction or Symbol Recognition, Layout Analysis, and Mathemat-
ical Content Interpretation. Shown at left are the possible input formats, including vector-based document encodings such as PDF
files, pen/finger strokes, and document images. The form of input and output for each problem is shown. Many systems perform
recognition in the order shown, but not all. For example, some systems combine Layout Analysis and Mathematical Content Interpre-
tation, producing an operator tree directly using the expected locations of operator/relation arguments [29,31]. Post-processing stages
used to apply language model constraints (e.g. n-grams) and other refinements are not shown (see Section 4.5).

Math recognition also finds application in tutoring
systems. For example, when middle school and high
school students tested a math tutoring prototype (based
on FFES/DRACULAE), students using pen entry com-
pleted their math tutoring sessions in half the time of
those that typed, with no significant difference between
their pre-to-post test score gains [7].

The following four key problems arise in the recog-
nition of math notation, as illustrated in Figure 3.

1. Expression Detection (Section 4.1). Expressions must
be first identified and segmented. Methods for de-
tecting offset expressions are fairly robust, but the
detection of expressions embedded in text lines re-
mains a challenge.

2. Symbol Extraction or Symbol Recognition (Section
4.2). In vector-based representations, such as PDF,
symbol locations and labels can be recovered, though
some handling of special cases is needed (e.g. root
symbols are often typeset with the upper horizon-
tal bar represented separately from the radical sign,
√ [14]). In raster image data and pen strokes, de-
tecting symbol location and identity is challenging.
There are hundreds of alphanumeric and mathemat-
ical symbols used, many so similar in appearance
that some use of context is necessary for disam-
biguation (e.g. O, o, 0 [103]).

3. Layout Analysis (Section 4.3). Analysis of the spa-
tial relationships between symbols is challenging.
Spatial structure is often represented using a tree,
which we term a symbol layout tree (Figure 4a).
Symbol layout trees represent information similar to
LATEX math expressions; they indicate which groups
of horizontally adjacent symbols share a baseline
(writing line), along with subscript, superscript, above,
below, and containment relationships. Symbols may
be merged into tokens, in order to simplify later pro-
cessing (e.g. function names and numeric constants).

4. Mathematical Content Interpretation (Section 4.4).
Symbol layout is interpreted, mapping symbols and
their layout in order to recover the variables, con-
stants, operands and relations represented in an ex-
pression, and their mathematical syntax and seman-
tics. This analysis produces a syntax tree for an
expression known as an operator tree (Figure 4b).
Given definitions for symbols and operations in an
operator tree, the tree may be used to evaluate an
expression, e.g. after mapping the tree to an ex-
pression in a CAS language such as Matlab, Maple,
or Mathematica. However, determining the correct
mapping for symbols and structures can be difficult,
particularly if there is limited context available.

Figure 3 illustrates a series of stages commonly used
in recognition of mathematical notation. The order of
stages can vary [18]. Intermediate results produced by
one stage may provide contextual information to con-
strain analysis in other stages, or to constrain the anal-
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Encoding Semantics

• OpenMath: uses content dictionaries to represent 
computational ‘meaning’ of notational primitives 
and operations

• Currently not widely used in practice; some 
integration with MathML 3

8



Key Problems

1. Interfaces for Easier Math Entry

2. Recognition of Handwritten and Typeset Math

3. Retrieval for Math Notation

• Mathematical Information Retrieval (MIR)

• Query-by-Expression, combination with keywords
9
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(a) Freehand Formula Entry System (b) XPRESS [116] (c) InftyEditor/InftyReader [141]
(FFES) [20, 136]

Fig. 1 Math Entry Systems. FFES is pen-based, XPRESS supports mouse and keyboard entry, and InftyEditor/IntryReader supports
OCR, pen, mouse and keyboard entry.

(a) MathBrush [81] (b) E-chalk [144] (c) MathPad2 [85]

(d) Li, Zeleznik et al. [89]

Fig. 2 Systems for Pen-Based Computer Algebra and Sketching.

offers sufficient complexity to challenge researchers, yet
has characteristics that make the domain tractable: the
semantics of math notation are fairly constrained, and
a typical math expression consists of relatively few sym-
bols.

The input to a math recognition system can take
three forms: vector graphics (such as PDF), strokes (such
as pen strokes on a data tablet), or a document image.
The processing that is needed to extract expressions
and recognize characters depends greatly on the form of
input. For example, a PDF document directly provides
encoded symbols, so there is little need for character
recognition [13, 14]. Figures 1 and 2 illustrate systems
that accept various forms of input: vector graphics is
shown in Figure 1b; strokes are shown in Figures 1a
and 2a,b,c,d; and a document image is shown in Figure
1c.

In the next sections, we discuss key recognition and
retrieval problems as they apply to all three forms of
input. As the need arises, we point out situations in

which differences in input format cause large differences
in processing methods.

1.1 Overview of Math Notation Recognition

Math recognition is used for various purposes. For ex-
ample, a user may write an expression by hand and in-
sert the recognition result (e.g. a LATEX string or image)
into a document. Alternatively, a recognized expression
can be evaluated using a computer algebra system such
as Maple or Mathematica. Another option is to use
the recognized expression as a query, to retrieve doc-
uments containing similar math notation. Recent work
in human-computer interaction further motivates the
development and use of pen-based math entry systems.
Bunt et al. study mathematicians in a research setting,
and find that in order to be useful, CAS systems need to
support annotation, provide multiple levels of formality,
and provide more transparency for the operations that
they apply [23]; they suggest that pen-based systems
for math might be used to address these needs.



Example: min system

Prototype Available Online:

http://saskatoon.cs.rit.edu/pen_entry/
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Math Recognition

Key Steps

Expression Detection

Symbol Recognition/Extraction

Layout Analysis (Parsing)

Interpretation of Content (Mathematical semantics)
12
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Fig. 3 Key Recognition Problems: Expression Detection, Symbol Extraction or Symbol Recognition, Layout Analysis, and Mathemat-
ical Content Interpretation. Shown at left are the possible input formats, including vector-based document encodings such as PDF
files, pen/finger strokes, and document images. The form of input and output for each problem is shown. Many systems perform
recognition in the order shown, but not all. For example, some systems combine Layout Analysis and Mathematical Content Interpre-
tation, producing an operator tree directly using the expected locations of operator/relation arguments [29,31]. Post-processing stages
used to apply language model constraints (e.g. n-grams) and other refinements are not shown (see Section 4.5).

Math recognition also finds application in tutoring
systems. For example, when middle school and high
school students tested a math tutoring prototype (based
on FFES/DRACULAE), students using pen entry com-
pleted their math tutoring sessions in half the time of
those that typed, with no significant difference between
their pre-to-post test score gains [7].

The following four key problems arise in the recog-
nition of math notation, as illustrated in Figure 3.

1. Expression Detection (Section 4.1). Expressions must
be first identified and segmented. Methods for de-
tecting offset expressions are fairly robust, but the
detection of expressions embedded in text lines re-
mains a challenge.

2. Symbol Extraction or Symbol Recognition (Section
4.2). In vector-based representations, such as PDF,
symbol locations and labels can be recovered, though
some handling of special cases is needed (e.g. root
symbols are often typeset with the upper horizon-
tal bar represented separately from the radical sign,
√ [14]). In raster image data and pen strokes, de-
tecting symbol location and identity is challenging.
There are hundreds of alphanumeric and mathemat-
ical symbols used, many so similar in appearance
that some use of context is necessary for disam-
biguation (e.g. O, o, 0 [103]).

3. Layout Analysis (Section 4.3). Analysis of the spa-
tial relationships between symbols is challenging.
Spatial structure is often represented using a tree,
which we term a symbol layout tree (Figure 4a).
Symbol layout trees represent information similar to
LATEX math expressions; they indicate which groups
of horizontally adjacent symbols share a baseline
(writing line), along with subscript, superscript, above,
below, and containment relationships. Symbols may
be merged into tokens, in order to simplify later pro-
cessing (e.g. function names and numeric constants).

4. Mathematical Content Interpretation (Section 4.4).
Symbol layout is interpreted, mapping symbols and
their layout in order to recover the variables, con-
stants, operands and relations represented in an ex-
pression, and their mathematical syntax and seman-
tics. This analysis produces a syntax tree for an
expression known as an operator tree (Figure 4b).
Given definitions for symbols and operations in an
operator tree, the tree may be used to evaluate an
expression, e.g. after mapping the tree to an ex-
pression in a CAS language such as Matlab, Maple,
or Mathematica. However, determining the correct
mapping for symbols and structures can be difficult,
particularly if there is limited context available.

Figure 3 illustrates a series of stages commonly used
in recognition of mathematical notation. The order of
stages can vary [18]. Intermediate results produced by
one stage may provide contextual information to con-
strain analysis in other stages, or to constrain the anal-
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Hidden Markov Model

• An HMM process is a doubly stochastic process [2]

– hidden state
– observation

6

hidden state

observation

[2] L.Rabiner,  “A  tutorial  on  hidden  Markov  models  and  selected  applications  in  speech  recognition,”  In  
Proc. IEEE, vol. 77, no. 2, pp. 257-286, 1989.



Flow Chart of System
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*There is one HMM to 
represent P(x | symbol) for

every symbol type.



Size Normalization
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Smoothing
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Resampling
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interpolated points



Feature Extraction

• Normalized y-coordinate
• Pen-up/down
• Cosine of slope (   )
• Sine of curvature (   )

14


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Modified Pen-up/down Feature

Pen-up/down Normalized distance to 
stroke edge (NDTSE)

15
(Improves recognition by approx. 1%)



Dataset

• A new publicly available, ground-truthed corpus [3]

• 20281 samples for training
• 2202 samples for testing

17[3] S. MacLean, G. Labahn, E. Lank, M. Marzouk, and D. Tausky,  “Grammar-based techniques for creating ground-
truthed sketch  corpora,”  International  Journal  on  Document  Analysis  and  Recognition,  pp.  1–21, May 2010.



Results

Recognition Rate (over 93 classes): 82.9%

Top-5 Recognition Rate: 97.8%

Compares well with previous results 
(subset of symbols: single stroke only): 

~85% top-1 (HMM-based less than 1% lower)

99% top 5 (2% higher than previous result)

22
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Fig. 1. Handwritten Expression Containing Five Strokes and Four
Symbols. A LATEX string (b) or equivalent Symbol Layout Tree (c)
may be used to represent symbol arrangement

represented separately in the ground truth interpretation
(e.g. for a cursive ‘cos’ written using a single stroke).

For detailed performance analysis, a variety of metrics
are needed, to characterize accuracy for specific tasks:
segmentation, classification, and parsing. However, in
some situations it is important to produce a single value
to characterize performance. For example, in machine
learning, a criterion function is needed in order to judge
which of two interpretations is better, and to quantify
dissimilarity precisely. Thus, in this paper, we discuss
several component metrics (section IV) and also discuss
methods of combining these into a single overall estimate
of performance (Section V).

II. PREVIOUS WORK IN EVALUATING MATH
RECOGNITION

Mathematical expression recognition is an active re-
search field, both for on-line and off-line data [4], [5],
[6], Ground-thruthed dataset are now available (e.g. [7]
(off-line) and [8] (online)). As pointed out by both
Lapointe and Blostein [2] and Awal et al. [3], the
math recognition domain now needs standard evaluation
metrics to support comparisons of existing and newly
developed systems.

Most existing approaches to evaluating math recog-
nition compute a distance between the recognized ex-
pression and the ground truth, according to different
aspects. The expression recognition rate is common, but
global and relatively uninformative, as it counts only
expressions that precisely match ground truth. Symbol
recognition rate does not consider symbol layout; Base-
line recognition checks only if symbols appear on the
correct baseline relative to a symbol. Some metrics, such
as the average performance index [9] weight the errors
depending on the depth of nesting for baselines in an
expression.

A difficulty in defining an accuracy metric for symbol
layout in math, is that the tree-based representation
needed to represent symbol layout is unsuitable for use
with classical metrics used for text recognition, such as
the Levenstein edit distance. One solution is to use tree-
edit distance, but this is not used in practice, because of
the NP complexity of the existing algorithms to match
both tree edges and nodes. An interesting solution by
Garain et al. [10] proposes to transform the tree into
a token string which allows one to use a edit distance.
The drawback of this approach is that it looses some of
the edit operations offered by tree edits (like swapping
children of a node), leading them to incur high cost in
the string-based representation.

Our main contribution is a bipartite graph represen-
tation of expression structure at the level of strokes,
from which metrics based on Hamming distances may be
simply defined, with an intuitive interpretation. Given a
set of input primitives for a test expression, our represen-
tation prevents the need to match individual strokes, so
that only stroke labels and layout relationships between
strokes need to be matched, as described in the next
section.

III. EXPRESSION REPRESENTATION

In our approach, the recognizer output and ground
truth interpretations to be compared must first be con-
verted into bipartite graphs. This is illustrated in Figures
2 and 3. The bipartite representation is shown in Figure
3a), where the nodes of the graph represent each stroke
in the expression twice: as an unlabeled input stroke (at
left), and with an assigned symbol label and detected
relationships (at right, with spatial relationships shown
as incoming edges). Note that there are N(N�1) edges
in this graph, where N is the number of strokes, and we
omit edges from strokes to themselves. For legibility,
edges representing ‘no relationship’ are not drawn.
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Fig. 2. Stroke-level Ground Truth Representations for Expression
in Figure 1a). Strokes are labeled using s< num >. In b), the
stroke layout tree is converted to a DAG by adding incoming spatial
relationships at a node to all of its descendents. b) expresses the
same relationships as a), but more explicitly. Spatial relationships are
represented by U: up, D: down, Sup: superscript, Sub: subscript, and
R: right
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For detailed performance analysis, a variety of metrics
are needed, to characterize accuracy for specific tasks:
segmentation, classification, and parsing. However, in
some situations it is important to produce a single value
to characterize performance. For example, in machine
learning, a criterion function is needed in order to judge
which of two interpretations is better, and to quantify
dissimilarity precisely. Thus, in this paper, we discuss
several component metrics (section IV) and also discuss
methods of combining these into a single overall estimate
of performance (Section V).
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Mathematical expression recognition is an active re-
search field, both for on-line and off-line data [4], [5],
[6], Ground-thruthed dataset are now available (e.g. [7]
(off-line) and [8] (online)). As pointed out by both
Lapointe and Blostein [2] and Awal et al. [3], the
math recognition domain now needs standard evaluation
metrics to support comparisons of existing and newly
developed systems.

Most existing approaches to evaluating math recog-
nition compute a distance between the recognized ex-
pression and the ground truth, according to different
aspects. The expression recognition rate is common, but
global and relatively uninformative, as it counts only
expressions that precisely match ground truth. Symbol
recognition rate does not consider symbol layout; Base-
line recognition checks only if symbols appear on the
correct baseline relative to a symbol. Some metrics, such
as the average performance index [9] weight the errors
depending on the depth of nesting for baselines in an
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A difficulty in defining an accuracy metric for symbol
layout in math, is that the tree-based representation
needed to represent symbol layout is unsuitable for use
with classical metrics used for text recognition, such as
the Levenstein edit distance. One solution is to use tree-
edit distance, but this is not used in practice, because of
the NP complexity of the existing algorithms to match
both tree edges and nodes. An interesting solution by
Garain et al. [10] proposes to transform the tree into
a token string which allows one to use a edit distance.
The drawback of this approach is that it looses some of
the edit operations offered by tree edits (like swapping
children of a node), leading them to incur high cost in
the string-based representation.
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tation of expression structure at the level of strokes,
from which metrics based on Hamming distances may be
simply defined, with an intuitive interpretation. Given a
set of input primitives for a test expression, our represen-
tation prevents the need to match individual strokes, so
that only stroke labels and layout relationships between
strokes need to be matched, as described in the next
section.
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In our approach, the recognizer output and ground
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3a), where the nodes of the graph represent each stroke
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3a), where the nodes of the graph represent each stroke
in the expression twice: as an unlabeled input stroke (at
left), and with an assigned symbol label and detected
relationships (at right, with spatial relationships shown
as incoming edges). Note that there are N(N�1) edges
in this graph, where N is the number of strokes, and we
omit edges from strokes to themselves. For legibility,
edges representing ‘no relationship’ are not drawn.
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For detailed performance analysis, a variety of metrics
are needed, to characterize accuracy for specific tasks:
segmentation, classification, and parsing. However, in
some situations it is important to produce a single value
to characterize performance. For example, in machine
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Fig. 4. Example Recognition Errors for Expression in Figure 1. In the DAGs errors are shown in red, and by filled nodes and edges in the
bipartite graphs. In the bipartite graph thumbnails, nodes correspond to strokes as shown in Figure 3. In part d) there are five errors: the ‘d’ has
been separated into two mis-classified strokes, with two spurious spatial relationships (U and Sub), and one missing relationship (the superscript
between the ‘b’ and the vertical line in the ‘d’).

• Segmentation (�
S

): This is defined similarly to
layout, but using undirected segmentation bipartite
graphs (see Figure 3b) B1 and B2 constructed on
the set of strokes for each symbol relation tree.

�
S

(E1, E2) = |U |� |B1 \B2| (3)

V. EXPRESSION-LEVEL DISTANCE METRICS

In this section we introduce metrics which merge the
previous specific metrics in Expression-Level Distance
Metrics to allow a single value comparison between
two interpretations of an expression. First consider the
distance metric �

B

2 [0, 1] which simply counts the
number of disagreeing node and edge labels in the
bipartite graphs (e.g. as illustrated in the thumbnail
images of Figure 4). This is a Hamming distance, with
|S|2 elements in each vector of node/edge labels for a
graph.

�
B

(E1, E2) =
�

C

+ �
L

|S|2 (4)

This metric is unweighted, and as a result will produce
less distance for classification errors than errors in layout
and segmentation (represented implicitly in the layout
relationships).

As an absolute measure of the difference between two
bipartite graphs �

B

is sufficient, but one may want to
weight errors to make classification errors proportional
to segmentation and layout errors. In particular, in the
case of comparing algorithms for use in practice, and

when using machine learning to optimize the complete
recognition system, one may wish to insure that certain
errors are more heavily weighted.

We also define metric �
E

2 [0, 1], using the average
per-stroke classification, segmentation and layout error:

�E(E1, E2) =

�C(E1,E2)
|S| +

q
�S(E1,E2)

|U| +
q

�L(E1,E2)
|U|

3
(5)

We use the square root of the segmentation and spatial
relationship distances in order to make them roughly
proportional to |S| rather than |S|2 (one could instead
divide �

L

and �
S

by |S�1| for the same reason). This
prevents differences in segments and spatial relationships
from being weighted less heavily than differences in
stroke (symbol) classification labels. As each component
distance is in [0, 1], �

E

also lies in the interval [0, 1].
�

B

and �
E

are proper metrics. They are non-
negative, symmetric, and the distance from a layout tree
to itself is 0. As the square root of non-negative values
is an order-preserving monotonic function, the square
root of a metric is also a metric. Given that �

C

, �
S

and �
L

are proper metrics, their sum obeys the triangle
inequality by definition. Similarly, using the average of
their sum does not invalidate the metric property.

Both �
B

and �
E

require O(|S|2) time to compute.
In practice, |S| tends to be relatively small, and so
the quadratic complexity is not a significant concern.
Further, ‘None’ relationships need never be explicitly

(missing: b -Sup-> d stem)

Handwritten Math Recognition Evaluation Using 
DAGs/Bipartite Graphs
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Does not capture:
• Input objects (strokes) 
• Stroke segmentation 
• Non-local spatial 
relationships

Goal Output (‘Ground Truth’)



Image-Based Mathematical 
Information Retrieval (MIR)



5




































Fig. 6 Information Retrieval (adapted from Hiemstra [62]).
Data are shown in boxes, system processes in ovals, user in-
terfaces in double ovals, and user elements with no surrounding
shape. Beginning with an information need and query formula-
tion in the top left, the user enters the query through the Query
Interface. The query is normalized to reduce variation (e.g. text
can be normalized using word stemming and a thesaurus). As
shown on the right, the searchable documents are indexed; the
indexing process also carries out normalization operations. At
bottom, the normalized query and the indexed documents are
matched, to produce the set of retrieved documents. The user
views these through the Result Interface; the user can provide
relevance feedback, or can elect to formulate a new query

face, and views results through the Result Interface. In-
dexing, Normalization and Matching are three system
processes used to process the document collection and
query, and find matches for the query in the collection.

Math recognition can be applied both to the query
(e.g. to recognize a stylus-drawn expression, as in Fig-
ures 1 and 2) and to the searchable documents (e.g.
to recognize math expressions in document images or
PDF files). Prior to indexing, document images can be
annotated with region types (e.g. text, table, figure,
image, math), character information, and recognized
structure and semantics for detected math expressions.
Existing math retrieval systems lack the ability to rec-
ognize stylus-drawn queries. Instead template editors
are provided to assist in generating query strings; an
example is the Math WebSearch prototype (Figure 5a).

The following four key problems arise in the retrieval
of math notation, as illustrated in Figure 6.

1. Query Languages and Query Formulation (Section
3.1). Present-day query languages for mathemati-
cal information retrieval are text-based, influenced
by LATEX, MathML [10] and OpenMath [37, 148].
Challenges in query formulation include determin-
ing what types of queries are useful and feasible,
and providing an effective user interface for query
formulation.

2. Normalization (Section 3.2). In order to reduce vari-
ation, both the query and the searchable documents
are normalized. In text-based retrieval, normaliza-
tion involves word stemming and thesaurus opera-
tions [125]. Similarly, expressions must be reduced
to canonical forms to prevent mismatches between
equivalent expressions with different representations.
For example, normalization of symbol layout trees
imposes a unique ordering on spatial relationships.
As another example, enumeration of variables in op-
erator trees allows variables to be matched without
concern for their specific symbol identities.

3. Indexing and Matching (Section 3.3). Retrieval per-
formance depends heavily on the chosen document
representation, and on the similarity measures used
to compare queries to the index. Vector, image and
stroke data need to be indexed and retrieved using
different methods. At present, we know of no work
concerned specifically with indexing and retrieving
handwritten mathematical documents.

4. Relevance Feedback (Section 3.4). During examina-
tion of a retrieval result, the user can provide rel-
evance feedback, to allow the system to automat-
ically construct a refined query. This is an impor-
tant, but currently unexplored research direction
for math retrieval systems. Relevance feedback has
been studied intensively in text [125] and image-
based retrieval systems [35, 132].

In addition to these four key problems, the evaluation
of a math retrieval system is also difficult. Evaluation
is discussed in Section 3.5.

Mathematical Information Retrieval (MIR) is a rel-
atively new research area, lying at the intersection of
text-based information retrieval [62,125], content-based
image retrieval [35, 38, 132] and Mathematical Knowl-
edge Management (MKM [25]). Mathematical knowl-
edge management is concerned with the representation,
archiving, extraction, and use of mathematical infor-
mation. Systems for mathematical information retrieval
have been developed for a variety of applications:

– Finding equations in a database of technical docu-
ments [8, 100,101] (e.g. Springer LaTeXSearch5)

5 http://www.latexsearch.com/

Information Retrieval
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ysis of other parts of the input. This is discussed further
in Section 4.6.

The first publicly available math-recognition sys-
tems appeared about a decade ago, building on math
recognition research dating back to the late 1960’s [5,
6, 17, 31]. The 1999 applet1 created by Matsakis et. al
recognizes simple handwritten expressions [99]. In 2001,
Chen and Yeung published a paper on the first pen-
based calculator [30]. In 2002, the FFES/DRACULAE
pen-based equation editor2 [135,165] was distributed as
an open-source prototype. Several more recent systems
recognize handwritten [81,133,144] and typeset [46] ex-
pressions. Commercial applications began to appear, in-
cluding MathJournal3, and pen-based entry in the Win-
dows operating system [113]. The Infty math OCR sys-
tem of Suzuki et. al has also been influential [71, 140].
Infty is sophisticated, and supports speech and Braille
output for the visually impaired [140]. Infty supports
both document image and pen-based input.

At present, most commercial systems for OCR do
not recognize mathematical expressions. To address this,
OCR output can be annotated with the results pro-
duced by a math recognition system. For example, the
InftyReader4 application (see Figure 1c) uses the Infty
system to recognize expressions and insert correspond-
ing LATEX strings into the PDF file produced by a com-
mercial OCR system [71].

User interfaces for expression entry and recognition
result visualization are important research topics that
we will discuss only briefly here for reasons of space.
In addition to the papers cited in Figures 1 and 2 and
mentioned already, the interested reader should consult
the following: [84, 118, 133, 169]. Key issues are ease of
input, and visualization of feedback. One repeated ob-
servation of interest is that for pen-based systems, pre-
senting recognition results separately from the user’s
input as a rendered image leads to situations where: 1)
in experiments, participants find themselves unable to
detect errors reported in the structure of their expres-
sion, not because they aren’t shown, but because they
have difficulty perceiving them [165, 169], and 2) users
try to edit the recognized expression image, rather than
the pen-based input [82, 169].

1.2 Overview of Mathematical Information Retrieval

Figure 6 illustrates the information retrieval process.
The user formulates queries through the Query Inter-

1 http://www.ai.mit.edu/projects/natural-log/
2 http://www.cs.rit.edu/∼rlaz/ffes/
3 http://www.xthink.com/
4 http://www.inftyreader.org

a. Math WebSearch Interface [77, 78]. Queries are constructed
via keyboard and templates on the right. Symbol types may also
be constrained (bottom left)

b. Springer LaTeX Search. Results may be filtered by clicking
on a publication year or source document type

c. NIST Digital Library of Mathematical Functions. Shown are
results for a boolean query combining math and keywords [3,102]

Fig. 5 Mathematical Information Retrieval System Interfaces
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Image-Based Querying

Q. Can we use an image of a handwritten 
expression for search?

Li Yu decided to look into this for his MSc 
(2009-2010), and the answer surprised us.
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 Math Spotting:  Approach

Construct document index using recursive & depth-limited standard X-Y 
cutting of document image regions, along with smallest maximum upper/lower 
contour offset from top/bottom of image

• Inspiration: Projection Profile Cutting of Okamoto et al. 

• Regions stored in table contain X-Y cut attributes and image data

Retrieve matches (candidates) using similarity of X-Y structure and 
differences in largest upper/lower contour offsets 

Rank matches by image similarity. Compute similarities via Dynamic 
Time Warping (DTW): compute cost of transforming upper and lower projection 
profiles from query to candidate regions

29

M. Okamoto and B. Miao. Recognition of mathematical expressions by using the layout structures of 
symbols. In Proc. Int’l Conf. Document Analysis and Recognition, volume 1, pages 242–250, Saint-
Malo, France, 1991.



Structural Analysis: X-Y cutting

Original image

Final X-Y Cuts First vertical cutting

Vertical Pixel Projection

Vertical Cut

Alternate Cut Dir.

G. Nagy and S. Seth. Hierarchical representation of optically scanned documents. In 
Proc. Int’l Conf. Pattern Recognition, pages 347–349, Montreal, Canada, 1984.
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(b) Recursive X-Y Tree (c) Standard X-Y Tree

Figure 2. Recursive [15] and Standard [14] X-Y cutting of the expression:
1
2 y. Recursive X-Y cutting splits the image at the largest horizontal or
vertical projection gap at each node, while standard X-Y cutting alternates
in the vertical and horizontal direction, cutting at all projection gaps

Our retrieval method was inspired by the projection-
profile-based structural analysis methods of Okamoto et al.
[12], [13] for mathematical notation. It occurred to the
authors that 1) Okamoto’s et al.’s projection-based technique
may be understood as a variation of X-Y cutting algorithms
used to segment pages for document analysis and recognition
[14], [15], and 2) due to the two-dimensional arrangement
of symbols in mathematical expressions, X-Y trees for math
expressions would often differ significantly from those for
text regions, and 3) X-Y trees provide some invariance to
the scale and relative sizes of symbols, as they describe only
the topology (relative position) of regions in an image. This
suggested that one might meaningfully compare X-Y trees
for handwritten queries to those for page regions, and return
page regions with similar X-Y structure.

In our approach, candidate query match regions are ob-
tained using the (coarse) similarity between recursive and a
restricted (depth-two) standard X-Y trees for the query and
page regions, along with a simple edge distance feature (see
Section IV).

To avoid producing noisy trees, a threshold is often used to
filter narrow cuts. Cutting thresholds may be defined using
estimates for dominant character heights and widths [16],
[17]. We use a minimum cut width of 2 pixels for the two
top-level standard X-Y cuts performed on each region; in
our experiments handwritten expressions were written on
paper and then scanned, with very little noise remaining
after binarization.

III. IMAGE MATCHING: DYNAMIC TIME WARPING

Candidate regions are ranked by visual similarity, making
our approach a form of content-based image retrieval [18].
Early on we considered using a measure based on tree
edit distance to match query and candidate X-Y trees [19],
but abandoned this due to the computational cost involved.
Marinai et al. came to a similar conclusion in their work
on X-Y tree-based document image retrieval [20], where
originally they employed tree edit distance.

Using the University of Washington III Database [21],
we tried a number of different image distance metrics, of
which a form of Dynamic Time Warping (DTW) was most
effective [22]. The DTW metric that we use is the minimum-
cost alignment between columns of query and candidate
region images, after candidates are scaled so that query and
candidate image heights match (preserving the aspect ratio
of each). For the image columns, we use features similar
to those used by Rath and Manmatha [10] for spotting
words in historical documents. We first compute binary
pixel projection profiles for the top and bottom half of an
image, normalizing them by the image height so that each
projection value lies in the interval [0, 0.5]. Each column
is then represented by its values in the upper and lower
profiles (u, l). To reduce computational cost, we sub-sample
the upper and lower profiles, using the average upper/lower
half profile distances for every five columns (this value was
chosen empirically, again using the UW-III database). For
images with widths that are not a multiple of five, the
average value of the remaining columns is stored in the final
feature vector element.

Formally, the dissimilarity between the query and candi-
date feature vectors (F

Q

, F
C

) is given by D(|F
Q

|, |F
C

|), the
minimum cost alignment between the averaged projection
profiles.

D(i, j) = min

8
<

:

D(i� 1, j)
D(i, j � 1)

D(i� 1, j � 1)

9
=

; + d(i, j) (1)

d(i, j) = (u(F
Q

[i])� u(F
C

[j]))2 + (l(F
Q

[i])� l(F
C

[j]))2

(2)
where D(0, 0) = 0, D(x, 0) = 1 for 1  x  |F

Q

|, and
D(0, y) = 1 for 1  y  |F

C

|. The distance between a
pair of feature vector elements d(i, j) is the sum of squared
differences between the upper and lower projection values.
Unlike Rath and Manmatha [10], we do not constrain the
warping path, nor do we normalize the DTW distance by
the length of the minimum cost warping path. This is in
part because many of the regions to be compared against are
nested in the X-Y tree, and we do not mind penalizing longer
warping paths as a result. The complexity of the distance
computation is O(|F

Q

||F
C

|).

IV. DOCUMENT INDEXING AND RETRIEVAL

We apply recursive X-Y cutting to each document page
to be indexed. All nodes in the X-Y tree with fewer than 90
nodes and a depth of at least two are stored in the index.
This avoids indexing regions that have many more connected
components than common expressions [23] and expressions
that are very small (there at most four connected components
in a recursive X-Y tree of depth two). Note that we do not
make use of the directions of cuts.

Each region in the index is cut again using two standard
X-Y cuts: just one vertical and one horizontal cut (see

Recursive and Standard X-Y Cutting

Recursive Cuts: (Ha, Haralick et al., ICDAR 1995) Cut at maximum 
projection gap each iteration; used for page segmentation 

Standard cuts: (Nagy & Seth, ICPR 1984) alternate cutting all gaps 
in y and x directions; depth limited version used as features for regions stored 
in the index (1 vertical, 1 horizontal cut)

31



Edge Distance Feature
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Figure 3.4 Vertical Components

3.4 Dynamic Time Warping

All candidates returned by the index lookup are then ranked by image similarity. A

number of image matching algorithms might be used in this step, those most widely

used including XOR [46], SSD [46] and EDM [47].

• XOR is the most basic matching technique implemented by taking a simple

XOR of two images. The white pixels in the XOR image indicates mismatches

between the two images.

• SSD is short for Sum of Squared Di↵erences. In computing SSD, one image that

has smaller size is used as the template and the upper left pixel of the template

image is then aligned with a pixel on the image to be compared.

• EDM is used improve the XOR matching algorithm by weighting the white

For connected components, 
obtain maximum vertical offset

from top/bottom of image:



Section II). This provides a simple high-level description of
the structure of the expressions. Finally, using the upper and
lower contours for each region, we compute the maximum
relative offset for the upper and lower contours, and then
record the smaller of these two offsets. More formally, for
each column {I1, I2, ...In

}, the distance from both the top
edge and bottom edge are calculated and saved in two
sets: top{I1, I2, ...In

} and bottom{I1, I2, ...Im

}. We then
calculate the smaller maximum offset as R

o

:

R
o

=
min(max(top), max(bottom))

R
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(3)

where R
h

is the region height. The expectation here is that
text regions will often have small R

o

values, particularly
when the bottom of the text rests directly on the writing
line (e.g. for the word ‘and’).

Each indexed region is represented by a vector of five
features, and then organized into a table. An illustration
of the resulting index is shown in Figure 3. The features
used are: R

d

: Recursive X-Y tree depth, R
s

: Recursive X-Y
tree size (number of nodes), R

x

: Top-level standard vertical
X-Y cut elements (entire image), R

y

: Top-level standard
horizontal X-Y cut elements (entire image), and R

o

: Smaller
of maximum offsets in upper and lower contours. Entries in
the last level in the index are sorted by their vertical offset
value (R

o

).
For each query image Q, we compute the same five

properties for document regions as described above, which
we similarly name Q

d

, Q
s

, Q
x

, Q
y

, and Q
o

. We then recover
the set of candidates C

Q

from the index table using four
tolerances (↵,�, �, �: three integers and a floating-point
value), plus a filter to remove regions with an aspect ratio
differing significantly from the query. Given query Q, an
indexed region R 2 C

Q

iff:
1) Recursive X-Y tree: R

d

2 Q
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s
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2) Standard X-Y cuts: R
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3) Contour offset: R

o

2 Q
o

± �
4) Aspect ratio: Q
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A single value (�) is used to define the tolerance for top-
level X-Y cuts in both directions. Once the candidate set
C

Q

has been defined, document pages containing candidates
are ranked in decreasing order of visual similarity with the
query. Each page containing a candidate region is scored by
the smallest DTW distance between the query and a page

Figure 3. Querying the Document Region Index

region, as described in Section III.

V. EXPERIMENT

Training and test document pages were taken from the
IEEE CVPR 2008 conference, converted from .pdf to .jpg
at 300 dpi. 400 pages were then randomly selected, with 200
for training (68 containing math), and 200 for testing (with
61 pages containing math). One expression is selected from
each page containing math. If a page contains more than
one ‘type’ of expression (with primarily horizontal, vertical,
or roughly equal X-Y cutting gaps), we manually extracted
one of the type with the fewest representatives. Nearly
all selected expressions were offset from the main text
(displayed). This expression set was then sampled randomly
to produce 20 training and 20 test queries. Test queries used
in the experiment are shown in Figure 4. The indexing and
retrieval algorithms were implemented in C++ using the
OpenCV library [24].

In the training phase, we select values for the search
tolerances using twenty expressions handwritten by ten
participants. We use a search over parameter values in order
to find a set of values that maximizes the average query
region recall (defined in Table I). We fixed the tolerance �
for the number of regions in standard X-Y cuts (Q

x

, Q
y

,
R

x

, and R
y

) at � = 2. We then searched over the following
parameter ranges: ↵ 2 {0, 2, 4, 6, 8}, � 2 {0, 2, 4, 8, 16} and
� 2 {0.05, 0.125, 0.125, 0.2}.

In the testing phase, we use the selected tolerances and
observe the retrieval performance for a distinct set of twenty
expressions handwritten by the same ten participants. For
comparison, we also observed retrieval performance for the
original query images from the test corpus. The metrics
used to assess performance are summarized in Table I.
We measure retrieval accuracy using the top n candidates
returned (n = {1, 5, 10}). Note that our page and region
recall metrics are conservative: we record matches only
where the exact query region and page is returned in the top-
n results. This means we do not count matches to similar
or identical expressions at different locations on the same
page, or on a different page.

Participants evaluated retrieval results for their queries
using a web-based interface, a portion of which is of shown
in Figure 1. At the top of this web page, a 5-point Likert
scale is described, which characterizes the match between a
query and a candidate region: 1) No match, 2) Less than half
the query is matched, 3) Roughly half the query is matched,
4) More than half the query is matched, and 5) The query
is completely matched. Participants were able to click on
query and region images and view them in a separate tab of
their browser window.

A. Results
In the training phase, the average query region recall was

maximized at ↵ = 4, � = 16, and � = {0.2}. The index
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is the region height. The expectation here is that
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values, particularly
when the bottom of the text rests directly on the writing
line (e.g. for the word ‘and’).

Each indexed region is represented by a vector of five
features, and then organized into a table. An illustration
of the resulting index is shown in Figure 3. The features
used are: R
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A single value (�) is used to define the tolerance for top-
level X-Y cuts in both directions. Once the candidate set
C
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has been defined, document pages containing candidates
are ranked in decreasing order of visual similarity with the
query. Each page containing a candidate region is scored by
the smallest DTW distance between the query and a page
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region, as described in Section III.

V. EXPERIMENT

Training and test document pages were taken from the
IEEE CVPR 2008 conference, converted from .pdf to .jpg
at 300 dpi. 400 pages were then randomly selected, with 200
for training (68 containing math), and 200 for testing (with
61 pages containing math). One expression is selected from
each page containing math. If a page contains more than
one ‘type’ of expression (with primarily horizontal, vertical,
or roughly equal X-Y cutting gaps), we manually extracted
one of the type with the fewest representatives. Nearly
all selected expressions were offset from the main text
(displayed). This expression set was then sampled randomly
to produce 20 training and 20 test queries. Test queries used
in the experiment are shown in Figure 4. The indexing and
retrieval algorithms were implemented in C++ using the
OpenCV library [24].

In the training phase, we select values for the search
tolerances using twenty expressions handwritten by ten
participants. We use a search over parameter values in order
to find a set of values that maximizes the average query
region recall (defined in Table I). We fixed the tolerance �
for the number of regions in standard X-Y cuts (Q

x

, Q
y

,
R
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, and R
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) at � = 2. We then searched over the following
parameter ranges: ↵ 2 {0, 2, 4, 6, 8}, � 2 {0, 2, 4, 8, 16} and
� 2 {0.05, 0.125, 0.125, 0.2}.

In the testing phase, we use the selected tolerances and
observe the retrieval performance for a distinct set of twenty
expressions handwritten by the same ten participants. For
comparison, we also observed retrieval performance for the
original query images from the test corpus. The metrics
used to assess performance are summarized in Table I.
We measure retrieval accuracy using the top n candidates
returned (n = {1, 5, 10}). Note that our page and region
recall metrics are conservative: we record matches only
where the exact query region and page is returned in the top-
n results. This means we do not count matches to similar
or identical expressions at different locations on the same
page, or on a different page.

Participants evaluated retrieval results for their queries
using a web-based interface, a portion of which is of shown
in Figure 1. At the top of this web page, a 5-point Likert
scale is described, which characterizes the match between a
query and a candidate region: 1) No match, 2) Less than half
the query is matched, 3) Roughly half the query is matched,
4) More than half the query is matched, and 5) The query
is completely matched. Participants were able to click on
query and region images and view them in a separate tab of
their browser window.

A. Results
In the training phase, the average query region recall was

maximized at ↵ = 4, � = 16, and � = {0.2}. The index
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All recursive X-Y sub-trees with depth at least 2 and 90 or fewer nodes 
are stored in the index; cut directions ignored

Query Match Criteria (for selecting candidate matches):



Example: Retrieving Candidates
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Figure 2. Recursive [15] and Standard [14] X-Y cutting of the expression:
1
2 y. Recursive X-Y cutting splits the image at the largest horizontal or
vertical projection gap at each node, while standard X-Y cutting alternates
in the vertical and horizontal direction, cutting at all projection gaps

Our retrieval method was inspired by the projection-
profile-based structural analysis methods of Okamoto et al.
[12], [13] for mathematical notation. It occurred to the
authors that 1) Okamoto’s et al.’s projection-based technique
may be understood as a variation of X-Y cutting algorithms
used to segment pages for document analysis and recognition
[14], [15], and 2) due to the two-dimensional arrangement
of symbols in mathematical expressions, X-Y trees for math
expressions would often differ significantly from those for
text regions, and 3) X-Y trees provide some invariance to
the scale and relative sizes of symbols, as they describe only
the topology (relative position) of regions in an image. This
suggested that one might meaningfully compare X-Y trees
for handwritten queries to those for page regions, and return
page regions with similar X-Y structure.

In our approach, candidate query match regions are ob-
tained using the (coarse) similarity between recursive and a
restricted (depth-two) standard X-Y trees for the query and
page regions, along with a simple edge distance feature (see
Section IV).

To avoid producing noisy trees, a threshold is often used to
filter narrow cuts. Cutting thresholds may be defined using
estimates for dominant character heights and widths [16],
[17]. We use a minimum cut width of 2 pixels for the two
top-level standard X-Y cuts performed on each region; in
our experiments handwritten expressions were written on
paper and then scanned, with very little noise remaining
after binarization.

III. IMAGE MATCHING: DYNAMIC TIME WARPING

Candidate regions are ranked by visual similarity, making
our approach a form of content-based image retrieval [18].
Early on we considered using a measure based on tree
edit distance to match query and candidate X-Y trees [19],
but abandoned this due to the computational cost involved.
Marinai et al. came to a similar conclusion in their work
on X-Y tree-based document image retrieval [20], where
originally they employed tree edit distance.

Using the University of Washington III Database [21],
we tried a number of different image distance metrics, of
which a form of Dynamic Time Warping (DTW) was most
effective [22]. The DTW metric that we use is the minimum-
cost alignment between columns of query and candidate
region images, after candidates are scaled so that query and
candidate image heights match (preserving the aspect ratio
of each). For the image columns, we use features similar
to those used by Rath and Manmatha [10] for spotting
words in historical documents. We first compute binary
pixel projection profiles for the top and bottom half of an
image, normalizing them by the image height so that each
projection value lies in the interval [0, 0.5]. Each column
is then represented by its values in the upper and lower
profiles (u, l). To reduce computational cost, we sub-sample
the upper and lower profiles, using the average upper/lower
half profile distances for every five columns (this value was
chosen empirically, again using the UW-III database). For
images with widths that are not a multiple of five, the
average value of the remaining columns is stored in the final
feature vector element.

Formally, the dissimilarity between the query and candi-
date feature vectors (F

Q

, F
C

) is given by D(|F
Q

|, |F
C

|), the
minimum cost alignment between the averaged projection
profiles.

D(i, j) = min
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where D(0, 0) = 0, D(x, 0) = 1 for 1  x  |F

Q

|, and
D(0, y) = 1 for 1  y  |F

C

|. The distance between a
pair of feature vector elements d(i, j) is the sum of squared
differences between the upper and lower projection values.
Unlike Rath and Manmatha [10], we do not constrain the
warping path, nor do we normalize the DTW distance by
the length of the minimum cost warping path. This is in
part because many of the regions to be compared against are
nested in the X-Y tree, and we do not mind penalizing longer
warping paths as a result. The complexity of the distance
computation is O(|F

Q

||F
C

|).

IV. DOCUMENT INDEXING AND RETRIEVAL

We apply recursive X-Y cutting to each document page
to be indexed. All nodes in the X-Y tree with fewer than 90
nodes and a depth of at least two are stored in the index.
This avoids indexing regions that have many more connected
components than common expressions [23] and expressions
that are very small (there at most four connected components
in a recursive X-Y tree of depth two). Note that we do not
make use of the directions of cuts.

Each region in the index is cut again using two standard
X-Y cuts: just one vertical and one horizontal cut (see
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Figure 2. Recursive [15] and Standard [14] X-Y cutting of the expression:
1
2 y. Recursive X-Y cutting splits the image at the largest horizontal or
vertical projection gap at each node, while standard X-Y cutting alternates
in the vertical and horizontal direction, cutting at all projection gaps

Our retrieval method was inspired by the projection-
profile-based structural analysis methods of Okamoto et al.
[12], [13] for mathematical notation. It occurred to the
authors that 1) Okamoto’s et al.’s projection-based technique
may be understood as a variation of X-Y cutting algorithms
used to segment pages for document analysis and recognition
[14], [15], and 2) due to the two-dimensional arrangement
of symbols in mathematical expressions, X-Y trees for math
expressions would often differ significantly from those for
text regions, and 3) X-Y trees provide some invariance to
the scale and relative sizes of symbols, as they describe only
the topology (relative position) of regions in an image. This
suggested that one might meaningfully compare X-Y trees
for handwritten queries to those for page regions, and return
page regions with similar X-Y structure.

In our approach, candidate query match regions are ob-
tained using the (coarse) similarity between recursive and a
restricted (depth-two) standard X-Y trees for the query and
page regions, along with a simple edge distance feature (see
Section IV).

To avoid producing noisy trees, a threshold is often used to
filter narrow cuts. Cutting thresholds may be defined using
estimates for dominant character heights and widths [16],
[17]. We use a minimum cut width of 2 pixels for the two
top-level standard X-Y cuts performed on each region; in
our experiments handwritten expressions were written on
paper and then scanned, with very little noise remaining
after binarization.

III. IMAGE MATCHING: DYNAMIC TIME WARPING

Candidate regions are ranked by visual similarity, making
our approach a form of content-based image retrieval [18].
Early on we considered using a measure based on tree
edit distance to match query and candidate X-Y trees [19],
but abandoned this due to the computational cost involved.
Marinai et al. came to a similar conclusion in their work
on X-Y tree-based document image retrieval [20], where
originally they employed tree edit distance.

Using the University of Washington III Database [21],
we tried a number of different image distance metrics, of
which a form of Dynamic Time Warping (DTW) was most
effective [22]. The DTW metric that we use is the minimum-
cost alignment between columns of query and candidate
region images, after candidates are scaled so that query and
candidate image heights match (preserving the aspect ratio
of each). For the image columns, we use features similar
to those used by Rath and Manmatha [10] for spotting
words in historical documents. We first compute binary
pixel projection profiles for the top and bottom half of an
image, normalizing them by the image height so that each
projection value lies in the interval [0, 0.5]. Each column
is then represented by its values in the upper and lower
profiles (u, l). To reduce computational cost, we sub-sample
the upper and lower profiles, using the average upper/lower
half profile distances for every five columns (this value was
chosen empirically, again using the UW-III database). For
images with widths that are not a multiple of five, the
average value of the remaining columns is stored in the final
feature vector element.

Formally, the dissimilarity between the query and candi-
date feature vectors (F
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|), the
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the length of the minimum cost warping path. This is in
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nested in the X-Y tree, and we do not mind penalizing longer
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IV. DOCUMENT INDEXING AND RETRIEVAL

We apply recursive X-Y cutting to each document page
to be indexed. All nodes in the X-Y tree with fewer than 90
nodes and a depth of at least two are stored in the index.
This avoids indexing regions that have many more connected
components than common expressions [23] and expressions
that are very small (there at most four connected components
in a recursive X-Y tree of depth two). Note that we do not
make use of the directions of cuts.

Each region in the index is cut again using two standard
X-Y cuts: just one vertical and one horizontal cut (see

Image Similarity: Dynamic Time Warping
Image (Dis)Similarity: 
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Image similarity computed in terms of least cost squared sum 
for differences in projection profiles in upper and lower halves of each 
image (scaled to interval [0, 0.5])

T.M. Rath and R. Manmatha. Word image matching using dynamic time warping. In Proc. 
Computer Vision and Pattern Recognition, pages 521–527, Madison, WI, 2003.
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Figure 2. Recursive [15] and Standard [14] X-Y cutting of the expression:
1
2 y. Recursive X-Y cutting splits the image at the largest horizontal or
vertical projection gap at each node, while standard X-Y cutting alternates
in the vertical and horizontal direction, cutting at all projection gaps

Our retrieval method was inspired by the projection-
profile-based structural analysis methods of Okamoto et al.
[12], [13] for mathematical notation. It occurred to the
authors that 1) Okamoto’s et al.’s projection-based technique
may be understood as a variation of X-Y cutting algorithms
used to segment pages for document analysis and recognition
[14], [15], and 2) due to the two-dimensional arrangement
of symbols in mathematical expressions, X-Y trees for math
expressions would often differ significantly from those for
text regions, and 3) X-Y trees provide some invariance to
the scale and relative sizes of symbols, as they describe only
the topology (relative position) of regions in an image. This
suggested that one might meaningfully compare X-Y trees
for handwritten queries to those for page regions, and return
page regions with similar X-Y structure.

In our approach, candidate query match regions are ob-
tained using the (coarse) similarity between recursive and a
restricted (depth-two) standard X-Y trees for the query and
page regions, along with a simple edge distance feature (see
Section IV).

To avoid producing noisy trees, a threshold is often used to
filter narrow cuts. Cutting thresholds may be defined using
estimates for dominant character heights and widths [16],
[17]. We use a minimum cut width of 2 pixels for the two
top-level standard X-Y cuts performed on each region; in
our experiments handwritten expressions were written on
paper and then scanned, with very little noise remaining
after binarization.

III. IMAGE MATCHING: DYNAMIC TIME WARPING

Candidate regions are ranked by visual similarity, making
our approach a form of content-based image retrieval [18].
Early on we considered using a measure based on tree
edit distance to match query and candidate X-Y trees [19],
but abandoned this due to the computational cost involved.
Marinai et al. came to a similar conclusion in their work
on X-Y tree-based document image retrieval [20], where
originally they employed tree edit distance.

Using the University of Washington III Database [21],
we tried a number of different image distance metrics, of
which a form of Dynamic Time Warping (DTW) was most
effective [22]. The DTW metric that we use is the minimum-
cost alignment between columns of query and candidate
region images, after candidates are scaled so that query and
candidate image heights match (preserving the aspect ratio
of each). For the image columns, we use features similar
to those used by Rath and Manmatha [10] for spotting
words in historical documents. We first compute binary
pixel projection profiles for the top and bottom half of an
image, normalizing them by the image height so that each
projection value lies in the interval [0, 0.5]. Each column
is then represented by its values in the upper and lower
profiles (u, l). To reduce computational cost, we sub-sample
the upper and lower profiles, using the average upper/lower
half profile distances for every five columns (this value was
chosen empirically, again using the UW-III database). For
images with widths that are not a multiple of five, the
average value of the remaining columns is stored in the final
feature vector element.

Formally, the dissimilarity between the query and candi-
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Unlike Rath and Manmatha [10], we do not constrain the
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part because many of the regions to be compared against are
nested in the X-Y tree, and we do not mind penalizing longer
warping paths as a result. The complexity of the distance
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IV. DOCUMENT INDEXING AND RETRIEVAL

We apply recursive X-Y cutting to each document page
to be indexed. All nodes in the X-Y tree with fewer than 90
nodes and a depth of at least two are stored in the index.
This avoids indexing regions that have many more connected
components than common expressions [23] and expressions
that are very small (there at most four connected components
in a recursive X-Y tree of depth two). Note that we do not
make use of the directions of cuts.

Each region in the index is cut again using two standard
X-Y cuts: just one vertical and one horizontal cut (see



Experimental Design
Task: retrieve a specific query expression at its original location in a 
document within the top-n ( n = {1, 5, 10} ) results

Corpus: CVPR 2008 collection (1688 pages)

• 400 pages selected randomly, 200 for training and 200 for testing

• Samples obtained through random sampling of expressions labeled 
according to structure (primarily horizontal, vertical, or roughly 
equal numbers of x-y cutting gaps; 1 per page containing math) - 
primarily offset expressions

• PDF files converted to JPG format at 300 DPI (noise-free)

Participants: 10 Graduate Students from Computer Science 
Department, RIT

• 5 men and 5 women

• Each asked to write 40 queries

• 20 from training set, 20 from testing set
36



(a) Query 1 (b) Query 2 (c) Query 3 (d) Query 4 (e) Query 5 (f) Query 6 (g) Query 7

(h) Query 8 (i) Query 9 (j) Query 10 (k) Query 11 (l) Query 12 (m) Query 13 (n) Query 14

(o) Query 15 (p) Query 16 (q) Query 17 (r) Query 18 (s) Query 19 (t) Query 20

Figure 4. Test Queries Sampled from 200 Pages of the CVPR 2008 Proceedings
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for the 200 training pages contained 272,465 regions, with
2.77% of the regions were being selected as candidates on
average for the training query set. Tolerances for region
matching were set as (↵ = 4, � = 16, � = 2, � = 0.2).

Table II shows the mean and standard deviation for the
highest participant ratings for the top-1, top-5, and top-10
query results, along with the page and region match metrics
computed offline (these metrics are defined in Table I).
The average highest participant match rating for a top-10
candidate is 3.15, where 3 represents a candidate matching
roughly half the query; this corresponds well to the actual
average query region match (43.3%). All three accuracy

metrics increase as we move from top-1 to top-10.

Retrieval of original queries was highly effective; for all
but two queries (queries 13 and 16), the original query region
was completely recovered. For queries 13 and 16, they
produced no match at all in the top-10 regions, producing
a mean A

recall

of 90%, and leading to a high standard
deviation in recall for region matching (30%). The average
user ratings for the original queries are also very high. We
inspected the results, and found that query 13 did have a rank
3 candidate that was very similar, ‘( 1

a

2 � 1
b

2 )xy’. Though
there were a number of fractions returned for query 16 (7
of the 10 candidates returned), none of the candidates closely
matched.

Figure 5 illustrates box plots for the distributions of
participant ratings of query results. Median values are shown
as red horizontal lines, with the middle half of the values
in the boxed regions. Outliers are marked using ‘+’. For a
number of queries (numbers 2, 6, 7, 9, 15, 17, and 19),
we can see that almost all match ratings were 5’s, with
the exception of one or two outliers. Queries 11, 12, 13
and 20 had median ratings of 1 (no match), though there is
more variation in responses here than for the best recovered
queries. Eight queries have a median ranking of 1 or 2. Only
one query had a median ranking of 3 (query 3).

Across participants there is significant variation in the
ratings assigned to the best of the top-10 query results.
Participant 7 in particular provided a median ranking of 1.
Half of the participants have a median rating greater than 3
(i.e. indicating matches of more than 1/2 the query), one has
a median value of 3 (half the query), and four have ratings
less than 3, but with large variations in ratings other than
for participant 7.

For page-level retrieval rates, participant 7 had the lowest
top-10 rate (30.0%), while participant 3 had the highest
(85.0%), with an average retrieval rate of 63.2% across the
ten participants (� = 14.9%), as shown in Table II.
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and 20 had median ratings of 1 (no match), though there is
more variation in responses here than for the best recovered
queries. Eight queries have a median ranking of 1 or 2. Only
one query had a median ranking of 3 (query 3).

Across participants there is significant variation in the
ratings assigned to the best of the top-10 query results.
Participant 7 in particular provided a median ranking of 1.
Half of the participants have a median rating greater than 3
(i.e. indicating matches of more than 1/2 the query), one has
a median value of 3 (half the query), and four have ratings
less than 3, but with large variations in ratings other than
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For page-level retrieval rates, participant 7 had the lowest
top-10 rate (30.0%), while participant 3 had the highest
(85.0%), with an average retrieval rate of 63.2% across the
ten participants (� = 14.9%), as shown in Table II.
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there were a number of fractions returned for query 16 (7
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Candidate

Query

Arecall =
Aquery \Areturn

Aquery

1

Arecall =
Aquery \Areturn

Aquery

Precall =
Pmatch

Queries

1

consider match with highest area recall in top-n results

number of queries returned with 
page for query in the top-n results

Note: metrics are conservative; we consider only matches for the 
expression at the original location of the selected query expression
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1. No match
2. Less than 1/2 the query is matched
3. Roughly half the query is matched
4. More than half the query is matched
5. The query is completely matched

Evaluation Using a 5-point Likert Scale:
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was completely recovered. For queries 13 and 16, they
produced no match at all in the top-10 regions, producing
a mean A
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of 90%, and leading to a high standard
deviation in recall for region matching (30%). The average
user ratings for the original queries are also very high. We
inspected the results, and found that query 13 did have a rank
3 candidate that was very similar, ‘( 1
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2 )xy’. Though
there were a number of fractions returned for query 16 (7
of the 10 candidates returned), none of the candidates closely
matched.

Figure 5 illustrates box plots for the distributions of
participant ratings of query results. Median values are shown
as red horizontal lines, with the middle half of the values
in the boxed regions. Outliers are marked using ‘+’. For a
number of queries (numbers 2, 6, 7, 9, 15, 17, and 19),
we can see that almost all match ratings were 5’s, with
the exception of one or two outliers. Queries 11, 12, 13
and 20 had median ratings of 1 (no match), though there is
more variation in responses here than for the best recovered
queries. Eight queries have a median ranking of 1 or 2. Only
one query had a median ranking of 3 (query 3).

Across participants there is significant variation in the
ratings assigned to the best of the top-10 query results.
Participant 7 in particular provided a median ranking of 1.
Half of the participants have a median rating greater than 3
(i.e. indicating matches of more than 1/2 the query), one has
a median value of 3 (half the query), and four have ratings
less than 3, but with large variations in ratings other than
for participant 7.

For page-level retrieval rates, participant 7 had the lowest
top-10 rate (30.0%), while participant 3 had the highest
(85.0%), with an average retrieval rate of 63.2% across the
ten participants (� = 14.9%), as shown in Table II.
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(a) Ratings by query (see Figure 4) (b) Ratings by participant
Figure 5. Participant Ratings for Handwritten Test Query Results

B. Discussion

The results confirm our hypothesis that it is possible
to recover math from typeset technical documents using
handwritten queries. However, the recursive X-Y cutting
method we are using can be brittle; in particular, for hand-
written expressions, the gaps between symbols may vary
significantly from a typeset expression, producing recursive
X-Y trees that greatly differ. The X-Y cutting performed
particularly poorly at producing cuts for one of our par-
ticipants (participant 7), who used a compact writing style
in which symbols overlapped a great deal (i.e. there was a
lot of kerning of symbols). We might try cutting at angles
other than 0 and 90�, and/or use different cutting termination
conditions, allowing connected components to be removed
when a cut cannot be made [25].

It is well-known that segmenting displayed/offset ex-
pressions is much easier than embedded expressions, and
additional work is needed to address this difficult prob-
lem. Strategies used for detecting embedded expressions in
document images include coarse classification of connected
components followed by region growing around detected
operators [26], and exploiting symbol n-grams in OCR
output for textlines with and without mathematical expres-
sions [27]; this n-gram information is paired with geometric
features and the number of occurrences for a set of common
mathematical operators (e.g. ‘=’, ‘+’) in the context of
another region-growing algorithm. One might combine these
strategies with X-Y cutting to produce a hybrid detection
algorithm that can handle embedded expressions. Textline
n-grams could be augmented with n-grams for linearized
trees describing symbol layout in expressions vs. text (see
Watt [28]), and/or similar statistics characterizing spatial
arrangements of visual features in X-Y trees.

VI. CONCLUSION

We have adapted word spotting techniques to the problem
of retrieving mathematical expressions in technical doc-
uments, using handwritten queries. Document regions of
potential interest are stored in an index organized around
X-Y tree properties. Candidates are retrieved by comparing
X-Y tree properties of a handwritten query to entries in
the index, after which candidates are ranked using Dynamic
Time Warping (DTW) of image columns, based on pixel
projection profiles for the upper and lower halves of each
query and page region image. An experiment was presented
in Section V, demonstrating that one might produce useful
top-10 results using this simple method.

We are curious whether our technique is language de-
pendent; for example, can this method work for technical
documents in Mandarin? It would also be worth investigating
whether our method can be easily adapted to detect other
objects such as chemical diagrams, tables, figures, and text
in technical documents.
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for the 200 training pages contained 272,465 regions, with
2.77% of the regions were being selected as candidates on
average for the training query set. Tolerances for region
matching were set as (↵ = 4, � = 16, � = 2, � = 0.2).

Table II shows the mean and standard deviation for the
highest participant ratings for the top-1, top-5, and top-10
query results, along with the page and region match metrics
computed offline (these metrics are defined in Table I).
The average highest participant match rating for a top-10
candidate is 3.15, where 3 represents a candidate matching
roughly half the query; this corresponds well to the actual
average query region match (43.3%). All three accuracy

metrics increase as we move from top-1 to top-10.

Retrieval of original queries was highly effective; for all
but two queries (queries 13 and 16), the original query region
was completely recovered. For queries 13 and 16, they
produced no match at all in the top-10 regions, producing
a mean A

recall

of 90%, and leading to a high standard
deviation in recall for region matching (30%). The average
user ratings for the original queries are also very high. We
inspected the results, and found that query 13 did have a rank
3 candidate that was very similar, ‘( 1

a

2 � 1
b

2 )xy’. Though
there were a number of fractions returned for query 16 (7
of the 10 candidates returned), none of the candidates closely
matched.

Figure 5 illustrates box plots for the distributions of
participant ratings of query results. Median values are shown
as red horizontal lines, with the middle half of the values
in the boxed regions. Outliers are marked using ‘+’. For a
number of queries (numbers 2, 6, 7, 9, 15, 17, and 19),
we can see that almost all match ratings were 5’s, with
the exception of one or two outliers. Queries 11, 12, 13
and 20 had median ratings of 1 (no match), though there is
more variation in responses here than for the best recovered
queries. Eight queries have a median ranking of 1 or 2. Only
one query had a median ranking of 3 (query 3).

Across participants there is significant variation in the
ratings assigned to the best of the top-10 query results.
Participant 7 in particular provided a median ranking of 1.
Half of the participants have a median rating greater than 3
(i.e. indicating matches of more than 1/2 the query), one has
a median value of 3 (half the query), and four have ratings
less than 3, but with large variations in ratings other than
for participant 7.

For page-level retrieval rates, participant 7 had the lowest
top-10 rate (30.0%), while participant 3 had the highest
(85.0%), with an average retrieval rate of 63.2% across the
ten participants (� = 14.9%), as shown in Table II.
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Test Set (20 Expressions)
Blue: median raking of 5 (handwritten)
Red: median rank of 1 (no match, handwritten)
Dashes: two original query images not located



Summary
X-Y cutting and word spotting techniques applied to query-by-
expression using handwritten queries; in experimental results, on 
average one candidate region in the top-10 matches overlaps 43% of 
target expression (std. deviation = 14%) 

Original query images were retrieved more reliably than handwritten 
queries (90% average area match, 30% std. deviation (top 1!))

Future Directions

Improving indexing, retrieval and feature representations for 
handwritten and typeset expression image queries

Extension for other languages and graphical objects (tables, charts, etc.)

Modifications to X-Y cutting (e.g. removing largest CC), alt. region 
segmentation techniques

44A. Raja, M. Rayner, A.P. Sexton, and V. Sorge. Towards a parser for mathematical formula 
recognition. In Mathematical Knowledge Management, volume 4108 of LNAI, pages 139–151, 2006.



Other Retrieval Work

LaTeX-based Search (e.g. for the arXiv)

• R. Zanibbi and B.Yuan (DRR 2011): using tf-idf 
keyword-based search, in isolation and paired with 
simple image-based matching

• T. Schellenberg, B. Yuan and R. Zanibbi (DRR 2012): 
using substitution index trees with graph based 
penalty metric for retrieval
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T. Schellenberg, B. Yuan, and R. Zanibbi. (2012). Layout-based substitution tree indexing and retrieval for 
mathematical expressions, Proc. Document Recognition and Retrieval XIX, San Francisco (to appear).

R. Zanibbi and B. Yuan. (2011) Keyword and image-based retrieval for mathematical expressions.  Proc. 
Document Recognition and Retrieval XVIII, vol. 7874 of Proc. SPIE, pp. OI1-OI9, San Francisco, CA.



Table 6.5: Top 20 Results for Query 2: L1 ⇥ L2 ⇥ L3

Sub.
Tree

Result Lucene Sub. Tree Rank

1 100.0

2 77.3

3 60.2

4 58.6

5 58.6

6 58.6

7 58.6

8 58.6

9 58.6

10 58.6

11 58.6

12 58.6

13 58.6

14 58.6

15 58.6

16 56.9

17 56.8

18 56.7

19 56.4

20 55.8
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Table 6.4: Top 20 Results for Query 1: d,

Sub.
Tree

Result Lucene Sub. Tree Rank

1 100.0

2 73.8

3 73.8

4 73.8

5 73.8

6 73.8

7 73.8

8 73.8

9 73.8

10 73.8

11 73.8

12 73.8

13 73.8

14 73.8

15 73.8

16 73.8

17 73.8

18 73.8

19 73.8

20 73.8

74



Document and Pattern Recognition Lab
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DPRL Lab Members, July 2011. From left to right: Thomas Schellenberg, Lei Hu, 
Richard Zanibbi, Bo Ding, Kevin Hart, and Richard Pospesel (not shown: Benjamin 
Holm and Lane Lawley)

Siyu Zhu (Phd, Imaging Science) joined in September 2011.
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