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Introduction

 Over the years, Machine Learning (ML) algorithms have been evolving

• Improved accuracy

• Real-time execution

• Solving more complex problems

Top ML Tools/Software

• TensorFlow (Google)

• Caffe (UC Berkley)

• Theano

• Torch (Facebook)   

Next, I will present an overview of ML algorithms 
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ML Algorithms in Broad Categories
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Supervised Learning
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Supervised Learning
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Supervised Learning
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Supervised Learning
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Supervised Learning

Linear Classifier: Passive-Aggressive 

• Invented 1963, by Vladimir Vapnik and Alexey 

Chervonenkis

 This is an extension of the SVM algorithm

 Uses point-by-point optimization for the loss 

function
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Supervised Learning
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Supervised Learning

Non-Linear Classifier: Neural Networks

• Invented 1943, by Warren  McCulloch and Walter Pitts

 Feedforward Neural Networks (FNN)

• Multi-Layer Perceptron

• Deep Neural Networks 

• Convolution Neural Networks

 Recurrent Neural Network (RNN)

• LSTM 

• Boltzman Machine

• Reservoir Computing

• Liquid State Machine
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Supervised Learning

Non-Linear Classifier: Neural Networks

• Neural Networks are designed to recognize numerical patterns in the 

input data, and ultimately learn the mapping function between the input 

and output data.

• A NN is a corrective feedback loop, rewarding weights that support 

correct guesses and punishing weights that lead to error

• Each hidden layer attempts to learn a distinctive set of features based 

on the previous layer’s output.  In general, the deeper the network, the 

more complex features can be learned (feature hierarchy).

Fig. 4: NN Concept
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Supervised Learning

 Non-Linear Classifier: Multi-layer Perceptron (MLP)

 MLP is the simplest form of feedforward NN based 

upon Linear Perceptron.

 Generally, MLP consists of three or more layers of 

non-linearly activating nodes

 The network learns from backpropagation process
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Supervised Learning

Non-Linear Classifier: Feed Forward Neural Networks

• Deep Neural Networks (DNN)
• A network is considered “deep” if it has several hidden layers

• Important DNNs

• ResNet

• Wide ResNet

• VGG (Visual Geometry Group) 

• AlexNet

• GoogleNet

• Generative Adversarial Networks

Many of these above DNNs use convolution filters for feature extraction; hence these could be 

referred to CNN as well
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Supervised Learning
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Supervised Learning
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Supervised Learning
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Supervised Learning
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Supervised Learning

Non-Linear Classifier: Boosting

 Use several different classifiers that are each good at identifying 

based on certain features

 Have each classifier vote on what the final result is

 H(x) = ( w1*h1(x) + w2*h2(x) + … + wn*hn(x) )

• Where H(x) is the overall classifier, the h functions are the 

individual classifiers, and the w’s are the weights of each 

individual classifier

 “Wisdom of a weighted crowd of experts” – Prof. Patrick Winston, 

MIT

 The weights for each of the classifiers are updated based on the 

error they contribute

 The update rule for the weights is remarkably simple as it is a scaling
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Unsupervised Learning
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Unsupervised Learning
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Unsupervised Learning

Gaussian Mixture Models (GMM)

• GMM is used for data clustering

• GMM Parameters are estimated from training data by using expectation-

maximizatiom (EM) or Maximum-A-Posteriori (MAP) algorithms
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Semi-Supervised Learning

 In Semi-supervised Learning, some input data are 

leveled. This information combined with unsupervised 

learning such as “clustering” can be used for classifying 

data

 Some of the input data are labeled and some are not

 Use a mixture of supervised and unsupervised learning techniques

 Note: Most of the data in the world is unlabeled, there is only a small fraction that is. 

Unsupervised and semi-supervised learning techniques can be applied to much larger, 

unlabeled datasets, making them very appealing to some researchers
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Transfer Learning
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Reinforcement Learning
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Applications of ML for Big Data Analytics
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Radio Frequency Data
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Big Data

https://www.slideshare.net/EdurekaIN/introduction-to-big-data-hadoop-i
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Research On Big Data

• Operational deployment considerations, computation efficiency 

(SWaP-C) 

– The need for HPC for real-time computing

• Model fidelity complimented with data collections for synthetic-

measured data analysis

• Transfer Learning over operating spaces (range, resolution, 

target settings)

• Big data (volume, velocity, veracity, variety) collaboration 

policies – what data are accessible for analytics

• Robust evaluation: Validation, Verification, for reproducible 

results
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The Need for Real-time Computing

→ In 90’s, Machine Learning such as Neural 

Networks was less popular due to various 

Tech Barriers and Needs

► Computational Resources were Scarce and Expensive

► Limited Sensors or Digitized Business Data to be Analyzed

 Today, computational resources are not as 

expensive as in the past; however, abundant of 

Sensors and Business 

data needs to be analyzed in Real-time

 HPC Enables ML algorithm based decision 

making in real-time or near real-time
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The Advent of HPC

• Since Late 90’s, Computing Technology Has 

Advanced in an Astounding Pace (The Moore’s Law)

• We are Living in the Age of HPC

 Faster memory, CPU, I/O communication, and storage as 

well as compact/smaller size 

 Multi-core Computers

 Graphics Processing Units

 Energy-efficient/low-power computing devices

• More to come

 Memristor Devices

 Specialized Chip/cores for Sparse Graph Processing
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Recent HPC Hardware Used for 

ML Algorithms

IBM’s TrueNorth FPGA
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GPU Enabled Target Classification 

Measured SAR Data

Training, validation, and testing data come from the MSTAR* 

program sponsored by DARPA and the AFRL in the 1990s

10 target classes with images taken at various angles

– 15 Degree Elevation Angle dataset for training, 17 Degree dataset for 

testing

– Roughly 250 images per target class, per angle

– Generally considered an incredibly small dataset for a deep learning 

application

Using a single GPU at AFRL/RI HPC

* MSTAR: Moving and Stationary Target Acquisition and Recognition
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Target types
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SAR Imagery  

BMP2 T72

T62 2S1 ZIL131D7

BTR70 BRDM2 BTR60

ZSU234
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SoftwareTools

• Python – Data augmentation methods

• Caffe – Deep learning framework employed via DIGITS 

and command line



AFRL PA Approval: 88ABW-2017-1438 ; 88ABW-2017-1439 37

Caffe

• Deep Learning framework developed by the Berkeley 
Vision and Learning Center (BVLC)

• Written in highly optimized C++/CUDA code

• Easily define network architectures

• Modify DL models as needed for an application
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Caffe ML Algorithm Flow

Gather and label data

Convert data and 

labels to LMDB* 

format

Train model in Caffe
using training dataset

Save learned weights

Evaluate Performance
Test model in Caffe using 
test dataset

* LMDB: Lightning Memory-Mapped Database Manager
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Clean training run
Neural Net reaches over 99% accuracy on validation set 
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Classification results on

Measured Data 
~99% accuracy on 10-target classification using Caffe

State-of-the-art results 

Learning rate 0.001
Batch size 64
1000 training epochs

5 Convolution layers
3 InnerProduct (FC) layers
2x2 stride 1 max pool filters

Key network parameters

Dropout regularization
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Target Classification Using DNN on 

Synthetic SAR Data

Training, validation, and testing data used from Synthetic 

Radar Data

 30 target classes with images taken at various elevation 

angles and a single azimuth angle

 Instead of Backprojection Image formation, we used Range-

Doppler Map of the Targets

We found about 99% accuracy on Target classification
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Target Classification Using DNN on Synthetic 

and Measured SAR Data

 The objective of this research is to evaluate performance of target classification using 

Synthetic vs. Measured SAR data ( or vice versa) and identifying the “Gap/Tech 

Challenges” to generate High Fidelity Synthetic SAR data

 We implemented Training on measured SAR data for three targets and Tested on 

Synthetic SAR data (of the same targets)

 We found very low accuracy on Target classification

 This is due to the fact that quality (i.e. NIIRS) of synthetic data must be very close to 

measured data

 This will require huge HPC resources and expertise in Computational Electro-

magnetic

 TRANSFER LEARNING
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IBM’s TrueNorth (TN)

• TN is a neuromorphic CMOS chip inspired by human brain. 

• TN is developed based on a parallel, event-driven, non-von Neumann kernel for neural networks that 

is efficient with respect to computation, memory and communication. 

• TrueNorth chip consists of 4096 cores, tiles as a 64x64 array.

• Each chip consist of over 1 million neurons and over 256 million synapses. 
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TrueNorth Contd…

• Each TN neuro-synaptic core is a fully connected neural network with 256 input axons and 256 

output neurons, connected by 256x256 synapses. 

• Each chip consumes approximately 70mW power while running a typical vision application. 

• Input spike activates an axon, which drives all connected neurons. Neurons integrate incoming 

spikes, weighted by synaptic strength.

256 input axons

256 output neurons
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TN Hardware

TrueNorth is available in three different hardware configuration

• NS1e platform: Main processing element of the NS1e is a single TN chip and it’s coupled with a 

Xilinx Zynq (FPGA) and two ARM cores connected to 1GB DDR3  SDRAM. The average power 

consumption is between 2W to 3W with TN consuming only ~3% of the total power.

• NS1e-16 platform: It is constructed using sixteen NS1e boards, with aggregate capacity of 16 

million neurons and 4 billion synapses, interconnected via a 1Gig-Ethernet packer switched 

network. 

• NS16e platform: This architecture integrates 16 TN chip into a scale-up solution. It is capable of 

executing neural networks 16 times larger than the NS1e.
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MSTAR Classification Results

• Core count : 3736               Image size: 44x 44

• Accuracy    : 96.66%
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Summary

• Big Data trends will require novel machine learning 

algorithms and computing systems development to 

address
– Operational deployment considerations, computation efficiency (SWaP-C)

• Real-time or Near Real-time Training 

– Filling the Gap/mismatch between measured and synthetic data

– Transfer Learning over operating spaces (range, resolution, target settings)

– collaboration policies – what data are accessible for analytics

– Robust evaluation of the algorithms

– Higher Detection and Classification but Reduced FAR
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Questions


