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Modern Technology is Awesome!

» Pack 7 billion transistors on a single
chip;

» Routinely fly commercial passenger
aircraft at 70% the speed of sound;

» Construct buildings 72 mile tall;

+ 5 billion videos are watched on
YouTube every day;

* Trade 2 billion shares per day; rj Kol

« Lab-grown body parts are being used Dubai-2,717 fttall
for life-saving transplants.
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Evolution of Change

» 30 years ago computers were for 24

—

data entry and simple processing. == -

* 20 years ago cell phones were for ;. @ "
voice and very limited texting. . —
* 10 years ago smart phones were
primitive, buggy, and expensive.

» 5 years ago deep learning was
slow and ineffective.

——
o
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Ph.D. Students Need to
PhD’ Change as Well!

* Year1: So hungry for knowledge, wanted to 1.5
work on everything.

* Year 2: Lots of applications oriented research- 2 5
Wanted to build things to change the world!

* Year 3: Going after top-tier venues. Reviewers
are brutal! Adding more algorithms and math.

* Year 4: Reviewers don’t care about 4
applications, they want math/science
contributions.

« Year 5: Build on foundation. Focus on 9
publishing.
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Ph D ’ Ph.D., Doctor of Philosophy, Golisano College
Bl of Computing and Information Sciences

Computing and Information Sciences

* Unless you are hungry for knowledge, you should not be
getting a Ph.D.

 Listen to your advisor on both research topics and how to
write papers.
Find a topic you have passion for- stay focused!
% Your Ph.D. is a 24/7 job...

If you are not feeling challenged/stressed, you are not
working hard enough.

« Don’t work in a vacuum, actively seek out advice from
your peers and experts in the field.

» Be proud of everything you do.
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A Little Background...

Innovative
Digital Product
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Innovative
Digital Product

L
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Impact of Machine Learning

* Machine learning is giving
computers the ability to analyze, generalize,
think/reason/behave like humans.

* Machine learning is transforming medical

research, financial markets, international security,
and generally making humans more efficient and

improving quality of life.

* Inspired by the mammalian brain,
deep learning is machine learning
on steroids- bigger, faster, better!

Ptucha ‘17
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Machine Learning is a Hot Topic!

Interest over time for keywords “machine learning” , “deep learning” -

100
75
50

25

May 1, 2012 Jan 6, 2013 Oct 12, 2015 April 29, 2017

https://trends.google.com/trends/explore?q=machine%20learning
* Machine learning, cs229 is most popular course at Stanford.

» Deep learning class, cs231 went from 150 in 2015 to 350 in
2016 to 750 in 2017!

Ptucha ‘17 1

Al Trends

» Supervised learning has generated billions of marketable
products- targeted advertising, click through rates on
web pages, and driver assistance are just a few
examples.

» Despite all the Al hype today, humans are still much
more capable than machines at general tasks.

..however, for targeted tasks, things are different!

* Rule of thumb: Anything that a human can do with < one
second of thought can be probably now or soon be
automated with Al.

Ptucha ‘17 16




Network security Medical diagnosis

Deep Learning
Hottest topic in pattern recognition

Speech
~EE e T “Greeti
y JERei . reetings
F?alfrtnan” — (] dies and
ockha — win aw  ~gentlemen”
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Vision Tasks
Classification Instance
Classification + Localization Object Detection Segmentation

CAT, DOG, DUCK

Ptucha ‘17
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CAT, DOG, DUCK
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Speech Recognition

» Conversion of speech to spectrograms,
then from spectrograms to words.

Figure 1: Structure of our RNN model and notation.

Hannun, Awni, et al. "Deep speech: Scaling up end-to-end speech recognition." arXiv preprint arXiv:1412.5567 (2014).
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OCRJ/ICR Tasks
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Language Translation

* |n 2014, Sutskever, Vinyals, and Le (from Google)
showed that a simple encoder-decoder framework
was just as good as sophisticated Statistical Machine
Translation (SMT) systems, and almost as good as
SMT systems paired with nnets.

Sutskever et al., NIPS ‘14
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Image/Video Captioning

e Ggoge A group of people
Deep CHN 2| pping at an
ANN door market.
‘{ Q ‘ There are many
g at the
fruit stand.
[iogmisi | [iosmetsii | Loz e |
woman, crowd, cat, | t t t
camera, holding, purple | e =
2 " = z
T Apurplo camera with a woman, ) EllG G5
at ’ | b 4 - =
J
#1 A woman holding a |
camera in a crowd, t t t
F t al. CVPR15
[Fang et al. J [Vinyals et al. CVPR15]
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Two Most Important Deep
Learning Fields

« Convolutional Neural Networks (CNN)

— Examine high dimensional input, learn
features and classifier simultaneously

* Recurrent Neural Networks (RNN)

— Learn temporal signals, remember both short
and long sequences

Ptucha ‘17 23

Two Most Important Deep
Learning Fields

« Convolutional Neural Networks (CNN)

— Examine high dimensional input, learn
features and classifier simultaneously

» Recurrent Neural Networks (RNN)

— Learn temporal signals, remember both short
and long sequences
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Many Flavors of CNNs...
M‘QL Iy

= ik

LeNet-5, LeCun 1989 ' AIexNet, Krizhevsky 2012

B, 00,00
“%aﬁﬂgmﬂgmmﬂﬂﬂﬂﬂﬁ

GooglLeNet (Inception), Szegedy 2014

YN TN TN T
ResNet, He 2015 DenseNet, Huang 2017
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Image Convolution

By padding (filterWidth-1)/2, output image
size matches input image size

output

3x3 filter
sliding over
input image

input
Horiz pad

https://github.com/vdumoulin/conv_arithmetic

Ptucha ‘17 26
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Max Pooling- Reducing the Size of

an Image
Single depth slice
X 1112 4
max pool with 2x2 filters
5|16 |7 | 8 and stride 2 6 | 8
3/2|1]0 ] 3|4
112 ]3| 4
= ©s321n, Karpathy, Li
y
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Convolution Neural Network (CNN)
Building Block

Deng ICML 14

Ptucha ‘17 32
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Putting it All Together

[Convolution]—[ Pooling ]

Input Class
Image FuIIy Conn. . Labels
Layers
1% stage 2™ stage 3" stage
Ptucha ‘17 34

Learning Filters

32 Learned filters, each 5x5
P! L1 - TARY L T AR TR T L5

32 Filtered images (activation maps), each is 28x28

\\\
Input image
28x%28
N 5

Ptucha ‘17 35
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Learning Filters

32 Learned filters, each 5x5x3
Ehﬂ! NEEEDNCIIANNENC SO NN SR SRS
32 Filtered images, each is 28x28x1

Input image
28x28%3

37
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CNN Architecture

(Not so) Toy Example
prediction of 1 of
10 categories

Fully

Input RGB image: Max
64x64x3 pixels pooling x 2 Max Max Max connected to
pooling x 2 poolingx 2  pooling x 2 10 classes
32 1
o880 ||
© ® ° 64"
) 2 A 32 64
16 ¥ * B :
& 32 filters, 64 filters, 1x1%64.
3 32 16 filters, each filter each filter is eachfilteris o 0 pixel '4
iputdata Fitered daa is 5x5x32. 2pixel  5x5x16. 2 5x5x32. 2 o) 8
pad. pixel pad. pixel pad. !
) o 4x4
32 filters, each filter is converted
5x5x3. 2 pixel pad added to 16
to top/bot/left/right so element
filtered image is same vector
dimension as input image.
38
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CNN Visualization

...amazingly, these filters form an abstract hierarchy...

Zeiler, Fergus, 2014

Ptucha ‘17 40

CNN Visualization

Zeiler, Fergus, 2014

Ptucha ‘17 41
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CNN Results

s SURHES™ - EEEE =
samonte. IR e Bl &

. [ Smll Ny DEE
Handwritten characters - Dwll KBS b S

B _ . 4 e ERENESSEEE
MNIST: 0.17% error, Ciresan etal "11 = Emﬁaﬁnmm

— Arabic & Chinese: Ciresan ‘12 sy §=Eﬁﬁ==§§

horse

we EEcEeleEET e
wa (S REEEEEE

« CIFAR-10 (60K images of 10 classes) ey
— 9.3% error, Wan et al. ‘13 I... {lﬁ»
]

 Traffic Sign Recognition Il%
— 0.56% error vs 1.16% for humans, Ciresan ‘11 .IT.A

Ciresan ‘11
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ImageNet

« Amazon Turk did bulk of labeling

* 14M labeled images |M AG E N E |

» 20K classes

Russakovsky et al., 2015
IM&GENET Large Scale Visual Recognition Challenge (ILSVRC)

+ 1.2M images, 1000 categories
* Image classification, object localization, video detection

Ptucha ‘17 44
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Deep Learning- Surpassing The Visual Cortex’s Object
Detection and Recognition Capability

Top-5 error on ImageNet

Traditional Computer Vision Deep Convolution Neural
and Machine Learning Networks (CNNs)
— | l 1 [ - l - 1
30 Trained
Introduction of Similar effect
. Human
deep learning . demonstrated on
225 (genius i
. voice and pattern
intellect) -
= 2 recognition
o
S| 15 {
L oo
7.5 ﬂ

0
v 2010 201 2012 2013 2014 Human  ArXiv 2015 2016

Year >
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Two Most Important Deep
Learning Fields

« Convolutional Neural Networks (CNN)

— Examine high dimensional input, learn
features and classifier simultaneously

* Recurrent Neural Networks (RNN)

— Learn temporal signals, remember both short
and long sequences

Ptucha 17 47
| }@’L Artificial Neuron

Note, X, is the bias unit, x,=1

Xo 8o

Xy 6,

X = x‘Z 0 = 92

> hy(x) : s

: Xn 0n

Outputs
Inputs (axon terminals)
(dendrites)

n
ho(x) = g(xg0g + 161 + ...+ x,0,) =g <Z xi9i>

hg(x) = g(87x)

Ptucha ‘17 48
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Artificial Neural Networks

» Artificial Neural Network (ANN) — A network of

interconnected nodes that “mimic” the properties

of a biological network of neurons.
Hidden
Input
Quiput
=
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Adding Recurrence

x 6

%o o xi 9‘1) Activation function
X1 0 z X = x:z 0 =10,
0, :
X 0
n

n
z=0(xy0p + %101 + ...+ x,6,) = a( xi9i>
=0

z=0(0Tx)
h
0 h
x xh : h hz : 5 % e t e 2,
( ;hm
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Recurrent Networks

T inpo = WynXxe )
he = f(ingo)
y=f(iny,)
inyo Where:
7y * f is some activation function
Why * x; and h; are current input and
_ current output values
he=F(ingo) « W, is the weight matrix for input,
W, hidden and output stages
h,, > iy, respectively
7\ * inyg is the input to activation
W, function in hidden and output layers
Xt
Ptucha ‘17 51

Recurrent Networks

T inpg = Wynxe + Wyphe 1)
he = f(inpo)
y,=f(inyo) inyg = Wpyhe
iny Where: Ye = f(myo)
7y * f is some activation function
Why * X hy, he_q and y, are current input,
hidden, previous hidden and
h=f(inpo) current output values
Wi, _ s Wy, Wpy and Wy,, are the weight
hea > N matrices for input, hidden and
vy output stages respectively
Win * inyp and iny, are the inputs to
activation function in hidden and
X output layers
Ptucha ‘17 52
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Recurrent Networks

Both figures represent the same architecture

1

y=t(inyo)

iny,

y §
h, W,

h=f(inno)

> Ny

Xy

o

Output
layer

W, . . .
layer —by iNpo W—> Ny —)I ([
hh Wiy,

T Yi T Yie1 TYt+2

y=f(inyo) y=f(inyo) y=f(inyo)
inyo inyo inyo
N 4 4
W, T hy Wiy h., Wi, | h;,

h=f(inno) he=F(ingo) h=f(ingo)

N A 'y
th Xt th >(t+1 th Xt+2
Xt X[+1 Xt+2
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Recurrent Networks

Recurrent Neural Network “neuron”

P(next event | previous events)

« Unfortunately, these
vanilla RNNs don’t
always work.

+ Can't store info over
long periods of time.

+ Suffer from vanishing
and/or exploding
gradients.

Ptucha ‘17 55
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Recurrent Networks

Recurrent Neural Network “neuron” Long Short Term Memory “neuron”

/

Donahue et al., 2015

* LSTM’s allow read/write/reset functions to neurons.

* Remember past to predict the future- (over long time periods).

« Can have many hidden neurons per layer and many layers.
Ptucha 17 56

Recurrent Applications

Parsing Natural Scene Images

......

......

Lo f; ]
mdle af ne Wovieud Cermpuan Lot

E besple Bl e
Ky p ML rabiasd Aenpesomont
-/ ml ocre 60 Antional drrermadt Top is input,
French Words |
W X Y Z <EOS>
soorl | |—>|T|—>|T|—>| |—>|T|—>|T|—>|T|—>|T|—>
A B C <EOS> W X Y Z
English Words
Sutskever et al., 2014
Ptucha ‘17 57
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Learning Shakespeare

LSTMs can learn structure and style in the
data

Karparthy downloaded all the works of
Shakespeare and concatenated them into
a single (4.4MB) file.

Train a 3-layer LSTM with 512 hidden
nodes on each layer.

After we train the network for a few hours
Karpathy obtained samples such as:

Ptucha ‘17 58

PANDARUS :

Alas, I think he shall be come approached and the day
When little srain would be attain'd into being never fed,
And who is but a chain and subjects of his death,

I should not sleep.

Second Senator:

They are away this miseries, produced upon my soul,
Breaking and strongly should be buried, when I perish
The earth and thoughts of many states.

DUKE VINCENTIO:
Well, your wit is in the care of side and that.

Second Lord:

They would be ruled after this chamber, and

my fair nues begun out of the fact, to be conveyed,
Whose noble souls I'll have the heart of the wars.

Clown:
Come, sir, I will make did behold your worship.

http://karpathy.github.io/2015/05/21/rnn-effectiveness/
Ptucha ‘17 59
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Learning LaTeX

* The results above suggest that the model is
actually quite good at learning complex syntactic
structures.

» Karpathy and Johnston downloaded the raw Latex
source file (a 16MB file) of a book on algebraic
stacks/geometry and trained a multilayer LSTM.

« Amazingly, the resulting sampled
LaTex almost compiled.

» They had to step in and fix a few issues manually
but then they get plausible looking math:

Ptucha 17 60

For @,.0;.. . Where £,,, =0, hence we can find a closed subset H in H and | | This since F € 7 and « € ¢ the diagram
any sets F on X, U is a closed immersion of S, then U7 — T is a separated algebraic
space l
Proof. Proof of (1). It also start we get M

S=S8pec(R)=UxxUxx U i
and the comparicoly in the fibre product covering we have to prove the lemma

generated by [[Z xp U = V. Consider the maps M along the set of points Bor,
Sehjppy and U = U is the fibre category of S in U in Section, 77 and the fact that
any U affine, see Morphisms, Lemma ?7. Hence we obtain a scheme S and any ——
open subset W C U in SK(G) such that Spec() =+ § is smooth or an ‘|“

= JUixs Ui

which has a nonzero morphism we may assume that f, is of fnite presentation over i
S. We claim that Oy . is a scheme where ' such that Ox . is +
Saparated; By Algetics, Lerouiss: TT. we cail dubine s tiinp of conipices: GLZ /(27 8Y) Spec(Kp) Morsas  d(Oyn0)
and we win. u] ;
is a limit. Then @ is a finite type and assume S is  fat and F and G i a finite
To prove study we see that F|y, is a covering of X7, and 7; is an object of Fy s for type fo. This is of finite type diagrams, and
i >0 and s and let F; be a presheaf of Ox-modules on € as a F-module. o the composition of € is a regular sequence
In |!m|(nl|r F =U/F we have to show that e Oy is a sheafl of rings.

~ o
M* Bspecth) Osia — i F)
is a unique morphism of algebraic stacks. Note that

Arrows = (Sch/S)[n . (Sch/S) s | Sobormlogy ot ar et b L

i’r\-f We have see that X = Spec(R) and F is a finite type representable by
L F is a finite morphism of algebraic stacks. Then l]n

| Proof. This is clear that G is a finite presentation, see Lemmas 77

and
V =T(5,0) — (U, Spec(A)) | :,;.Lxr. ced above we conclude that U is an open covering of C. The functor F is &
| “field
is an open subset of X. Thus [/ is affine. This is a continous map of X is the | Oxe —+ Fa 1Ok, — OF'Ox,(0%.)
inverse, the groupoid scheme .5 | is an isomorphism of covering of Oy, . If F is the unique clement of F such that X

| is an isomorphism.
| The property F

Proof. See discussion of sheaves of sets. o

The result for prove any open covering follows from the less of Example 77. It may
replace S by X, . f X and T 3
see Descer a 77 we see that R is geometrics |l|\

Namely, by Lemma

a finite direct sum Oy, is a closed immersion, see Lenuma 72, This is

regular over S. | sequence of F is a similar morphism

http://karpathy.github.io/2015/05/21/rnn-effectiveness/
Ptucha ‘17 61
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Two Most Important Deep
Learning Fields

» Convolutional Neural Networks (CNN)

— Examine high dimensional input, learn
features and classifier simultaneously

* Recurrent Neural Networks (RNN)

— Learn temporal signals, remember both short
and long sequences

Ptucha ‘17 62

Two Most Important Deep
Learning Fields

« Convolutional Neural Networks (CNN)

— Examine high dimensional input, learn
features and classifier simultaneously

» Recurrent Neural Networks (RNN)

— Learn temporal signals, remember both short
and long sequences

« Combining Visual CNNs with Language
RNNs for Image Captioning

Ptucha 17 63
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Image Captioning

RNN takes in a latent representation of an
image, and generates a sequence.

“straw” “hat” END

A.
v CNN.g w

START “straw" “hatn

CNN helps represent an
image as a numeric value.

] Karpathy & Li, CVPR'15
(image2vec)
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' image <
conv-64
conv-6a  ° We may have 50K
maxpool words. Instead of
) one-hot encoding, we
conv-128 A
learn an embedding
conv-128 .
== for each word. el * Glove embedding (300
S——— wor long vector/word) is
semedie 0 very popular.
gonvE3e « Alternately, can learn
mmpool Ve = f(Whyht) embedding- learn a
conv-512 7Y matrix which goes from
conv-512 (50K) one-hot to 300,
maxpool ie: W, € R50K*300
conv-512 hy, P ke = f(Wyepxe + Winhe—) | * Embedding and
conv-512 unembedding can be
maxpool T learned or inverses of
Fc4096 one another.
FC-4096 <start>

x
-t et Ptucha ‘17 65
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image
conv-64
conv-64
maxpool
conv-128
conv-128

maxpool

conv-256
conv-256

maxpool

conv-512
conv-512
maxpool
conv-512
conv-512
maxpool

FC-4096
FC-4096

F 0
5 ax

Note: Word is
sampled from
distribution of
word
probabilities

<word1>

)

Ve = f(Whyht)

A

heo P he = F(Wenxe + Wyphey @

)

<start>

Ptucha ‘17

v could be
FCe6, FC7,
convb, conv4,
ora
combination
of above

66

image
conv-64
conv-64
maxpool
conv-128
conv-128

maxpool

conv-256
conv-256

maxpool

conv-512
conv-512
maxpool
conv-512
conv-512
maxpool

FC-4096
FC-4096

Training samples are:
<word1>, <word2>,
...<wordn>,<EQS>

<word1>

<word2>

<word3>

|

T

T

Yo

A

ha  ho

2 1

F 0
5 ax

\ 4

hy

\ 4

hy

)

1

<EOS>

v <start>

<word2>

<word,;>

<word1>
\J’éﬂ 17

67
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image <

conv-64
Sonv-6 Note: h But, h, can be either:
maposl o = f(Wynxe + Wpphe—q)

. = f(W, + Wiphe—i + W,
conv-128 f(WanXe + Winhe-o + Won) = f(Wenxe + Waphie_q + Wypv)
conv-128 / yA 7
maxpool <word1> <word2> <word3> <EOS>
co| When training
col RNN, can also T T T Wi dT
m update weights lle wor

i pCNN f |S|; Yo - Y2 embedding is 300,
cof IN (fu A A A x € R3%0 the
cof €Nd-to-end) hidden embedding
malfganin can be anything,
conv-512 haa P ho > hy >  h, such as 512

— | | e

FC-4096
s 14 <start> <word1> <word2> <word, ;>

FXO
sgfNax {icha ‘17 68

Caption Prediction Example

Input Image 2D Plot of fc8 Feature Vector  Image of fc8 Feature Vector

Beam width Caption

1 A black and white cat sitting on a bed.
Predicted Sentence 2 A black and white cat laying on a bed.
3 A black and white cat laying on top of a bed.
4 A black and white cat laying on a bed with a
blanket.
Ptucha “17 69
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Beam Size Example

Increased
probability

VAN

5|

[r

=]

=]

=]

=

o]

[r

3

Beam size

Only keep
top three

sentences
at each

time step

70
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Beam Size Example

=

=]

=

=

=

o]

[r

o

Beam size

71
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Beam Size Example
[1=0] (r=3] [r=a] [7=5]
Beam size =3 %[ the i i i
i [ red l i i i Only keep
P NN [ I I growing top
i | | three sentences
i i i at each time step
Ptucha ‘17 72
Beam Size Example
[1=0] (r=3] [r=a] [7=5]
i[ a barks]i i i
Beam size =3 %[ the i i
i [ red l i i Only keep
‘ I I growing top

Ptucha ‘17

three sentences
at each time step

73
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Beam Size Example

three sentences
at each time step

v fr=a] fr=s] fr=a] o [r=s]
I I I |
dog i barks ] i home ] i %
I I |
I I |
dog i barks ] | quickly ]i %
= | | Only keep
_______________ cat i i Strilgh ] i J growing top
—\\ e Ik 777777 T o three sentences
o ] ! i{ foud ] i i at each time step
I I I |
Ptucha ‘17 74
Beam Size Example
[1=0] (r=3] [r=a] [7=5]
I I I I |
1 [ a i barks ] E home ]—:r-[ today ] i
| I I |
Beam size =3 i [ the i barks ]I quickly : i
| | |
} | Only keep
| [ red l i growing top
|
\

Ptucha ‘17
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Beam Size Example

o) (=] e} [

|
|
|
} home
|
|

‘ )
Beamsize=3 || [ the
|

Only keep
growing top
three sentences
at each time step

home H today ]

friday ]

Sample sentences dog

76

quickly

Ptucha ‘17

Data for Captioning

* Flickr8K

— 8,000 images, from Flickr website, each with five
captions

— http://nlp.cs.illinois.edu/HockenmaierGroup/8k-
pictures.html

* Flickr30K

— 31,783 images, from Flickr website, each with five
captions

— http://shannon.cs.illinois.edu/DenotationGraph/
« MSCOCO

— 80,000 training images, each with five captions

— http://mscoco.org/

Ptucha ‘17 7




Captioning Datasets

Amazon
mechanica
turkers do all

labeling
https://www.mturk.co

m/mturk/welcome

a man riding a bike on a dirt path through a forest.
bicyclist raises his fist as he rides on desert dirt trail.
this dirt bike rider is smiling and raising his fist in triumph.
a man riding a bicycle while pumping his fist in the air.
a mountain biker pumps his fist in celebration.

By .

Ptucha ‘17 78

MSCOCO Dataset

*A pile of wooden boxes filled with fruits and|«A cat stands on a counter while a dog stands on the
vegetables. floor.
=An assortment of fruit in buckets for sale in a shop. |=A cat on the kitchen counter is looking down at a
=An outdoor fruit stand with various types of fruits | dog.

for sale. *A cat is looking at a dog rummage in the garbage.
+A display of crates of fruit on a city street. *A cat on the counter and a dog on the ground in the
*There are many crates with fruit and vegetables. kitchen.

=A cal stalking a dog on the kitchen floor.

Ptucha ‘17 79
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‘man in black shirt is playing
guitar.”

construction worker in orange “two young girls are playing with
safety vest is working on road.” lego toy.”

‘boy Is doing backflip on
wakeboard.”

a young boy is holding a

"a cat is sitting on a couch with a “a woman holding a teddy bear in ‘a horse is standing in the middle
baseball bat remote control.” front of a mimor.” of arcad.”
: Karpathy’15
Ptucha ‘17 pathy 80

Video Data for Captioning

MSVD: Microsoft Video Description Dataset
MSR-VTT: Microsoft Research -Video to Text
M-VAD: Movie description dataset M-VAD

MSVD MSR-VTT M-VAD

#sentences 80,827 200,000 54,997
#sent. per video ~42 20 ~1-2
vocab. size 9,729 24,282 16,307
avg. length 10.2s 14.8s 5.8s
#train video 1,200 6,513 36,921
#val. video 100 497 4,651
#test video 670 2,990 4951
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Image and Language
Applications
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____________

Embed
-
s
IMAGENET

Venugopalan 2017
+ Visual network (left), language network (right),
and caption network (center) are all trained
simultaneously with different objectives, but with

shared parameters.
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Latest Vision-Language
Research from the Machine
Intelligence Labortory

Ptucha ‘17
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The Machine Intelligence Lab

+ Advanced deep learning research-
developing new algorithms and deep
architectures.

* Research on tomorrow’s smart devices: T

Machine learning, robotics, HCI,
computer vision, NLP, ...

» Teaching a robot how to recognize
objects, interact with people, or
navigate complex environments.

 All students experts in deep learning.

Ptucha ‘17
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fzﬁ Machine Intelligence Lab
A4

* Mostly masters students in computer
engineering:
— Includes 2+2+1/2 PhD students

— Includes students from computer science, electrical
engineering, imaging science, and computer
engineering

» 34 publications since 2015
» 2 patent applications

* Deep learning tutorials, consultation, online
classes, reading groups.
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Summarization of Long Videos: Tradition computer vision is used to detect interesting regions
of video, an encoder-decoder uses CNN representation of frames and kicks out textual
descriptions. Traditional text summarizes combine all descriptions into paragraphs.

o @) Semantic Text Summarization of Long Videos

mr Shagan 5ah?, Sourabh Kulhare?, Allison Gray®. Subhashini Venugopalan?, Emily Prud hommeaux?, Raymond Prucha? - " e
‘Rochester Institute of Technology, *UT Austin = | =3
Contact- 2434337 @ritedu

Introduction ) . Proposed Method
Video Captioner

« Our work propases methods to generate both

. Ny . . Video Capticnwr  Tixt Sumenarizer
wvisual and textual summaries of long videos. » Encode [frames, one frame at a time to the first e 3
* Videos of several hours long are passed into a layer of a two layer LSTM o8-8 |
superframe segmentation algorithm. » Decode this into a natural language sentence T
+ Each guperfrang segmentation is evalusted foe oo word at a tin, fosding the utput of one [l
interestingness (boundary motion, superframe time step in the subsequent time step. N
motion, contrast, saturation, sharpness, and facial —
content). e - —

= The annotation module receives temparal o com el e i e i o g
: '
segments, and generates cagtions.

= Captions are then passed into the summarization

toal, which outputs a single summary paragraph LA
per vides,
i " Wides! —
Super-Segment Selection e g e
Iaterestipgnans Corve
B Optiead Flerw Curve Results Samgie Machine Ganersted Summary
= Interestingness is determined | wned my phene while waiting foe the tram 1o separt. |
by a non-lincar combination | ROUGE? seores fox machine genersted v ground thath m:mmﬂ and | rode “"‘.L'.:‘ -y
of scores measuring Wy sA bk Slasi) o oy o
boundary, attention, contrast, | | Test Video AlCiga 3
sharpress, saturation, and 3]
facial impact. — e
VM 402  a01/000 081 mording shong The e,y iricrds and | laled sbowt ou
food malle walking around the park. ey friend and | alied
. . | #boum the chmes whlle walking srounsd the park. my
Dataset Hiummim ealuations oftes susmsaries (1 (very poce) 10 5 (very ood)) 2070 T s e weg svoend e ek
Video oY GROX V4 Pk while talling. | $100d in & dark place and talted 10 my.
VideoSet dataset with 11 daily lifi egocentrac, Duseyworld egocentric and TV Vdeolemgh | 35 bown 4o S iy ooy et e
episode videos with duration between 5.5 hrs and 45 mins and caplions for every 5. $om Semmtoy 38 e 14 1t ot the table and had diones. | wanched o mancor
10 saconds. Wi fine-fune the captioner on § videos and test on remaining 3 videcs. "‘“;""" 'i L= :v T Y S m——
Sest Semastics i 1% 4 -
rFtucna 1/ or
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Advanced Video Understanding: This paper combines several concepts: Gaussian attention
such that input to attention can be varying length; attention steering features for richer
steering; global video features; and hierarchical LSTM.

——
'ﬁ Temporally Steered Gaussian Attention for Video Understanding &=
Shagan Sah, Thang Nguyen, Miguel Domingues, Felipe Petraski Such, Raymand Prucha PR —

- . = Rochester Institute of Technology Lokl
DoV e o e e insinie of Tech

Attention Steering

*iemal Geamares are erempated v the video g
Imageet ramed on 2K clesses (eatracting 2K posl)
e froms Faadtat 152,

=Geve word embeddns wre e pocied 2t top
EdgeRii locatios

4t 1 ST e i, e el s Temporal FeMures  --se-n-cesed! =
: o[i[iokfo] man ARREITT
b waman indear +
Captioning Framework 1001 city road, cutdoor 4 i o i -
AR, ! dog. cat, pet - ideo i, e e s i st
gl 58 e 1 Gusaan amhce 4 1 1ftlo1lalt| jump, run . : - ‘ol which Jearns » contimuces fmction.
ispe o e B il Ly e cli o213 O[10000| clear sky Inpust
et e ol i e ] Video Feature Extraction
+Lean paramsten, #over each caption with rwords, g *ATI30s VerRar TepreremmInan o fod 1 e model 0
. (1 e sl g i et} “attention Steering Gaussian Artsetion  Video Feature Extraction 19 bl s s oo st e i
VideoV Vil woed rbediing “Uar Attt o b sty vt 40
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N Results *EGE mnd Opued Flow (0F) models med
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Most of the World’s Problems Not
Homogeneous
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Graph-CNN, Petroski Such ‘17
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More Info: Upcoming Talks

» Al Seminar Series: “Connecting Vision & Language”
— Mon, Sept 11, 12:20-1:15pm, Bamboo Room (2"
floor off of SAU)

— Overlap with this talk, but goes into details of latest
MIL research

» Brick City Homecoming- “What Is And How Will Machine
Learning and Atrtificial Intelligence Change Our Lives”

— Sat, Oct 14, 10:30-11:30am, 12:30-1:30pm

— Intro to machine and deep learning, discuss impact of
Al on our lives
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For More Information: http://www.rit.edu/mil
Raymond W. Ptucha

Assistant Professor, Computer Engineering
Director, Machine Intelligence Laboratory
Rochester Institute of Technology

Email: rwpeec@rit.edu
Phone: +1 (585) 797-5561

Office: GLE (09) 3441
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