
AMD OpenVX
open-source on GitHub

MIKE SCHMIT
MAY 4, 2016



AMD OpenVX – OPEN SOURCE ON GITHUB |   MAY 4, 20162

AGENDA

 Design Goals

 Performance Optimization

 Graph Optimizer

 OpenCL Code Generator

 Prototyping Tools (RunVX and GDF)

 Examples



AMD OpenVX – OPEN SOURCE ON GITHUB |   MAY 4, 20163

AMD OpenVX Design Goals

 High performance on x86 CPU (SIMD) and GPU (OpenCL)

 Open Source

 Microsoft Windows, Linux, Apple Mac

 Provide tools for easy testing and prototyping

 Full Khronos Conformance

 OpenCV interop
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PERFORMANCE OPTIMIZED FOR X86 CPU AND GPU

 200+ kernels hand-optimized for x86 with SIMD assembly instructions

 200+ kernels hand-optimized with OpenCL for AMD GPUs

 OpenCL code generator for functions such as convolutions
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AMD GRAPH OPTIMIZER

 The entire graph is analyzed for optimization opportunities prior to graph 
execution, such as

‒ Merging of kernels to save bandwidth

‒ Elimination of unused code

‒ Prefetching of data into high speed local memory in the GPU

‒ Optimum kernel selection

 Example with skin tone detection follows
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EXAMPLE: SKIN TONE DETECTION

Kovac’s original model: 

(R,G,B) is classified as skin if:

R > 95 and G > 40 and B > 20 and

max{R,G,B} – min{R,G,B} > 15 and

|R-G| > 15 and R > G and R > B

Kovac’s simplified model: (R,G,B) is classified as skin if:

R > 95 and 

G > 40 and 

B > 20 and

R–G > 15 and 

R–B > 0
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SKIN TONE DETECTION GRAPH

channel_extract (R)

input_image (RGB)

channel_extract (G) channel_extract (B)

subtract (R-G)
saturate

subtract (R-B)
saturate

threshold
R > 95

threshold
G > 40

threshold
B > 20

Threshold  > 15 Threshold  > 0

and

and

and

and

output_image
(U8)



AMD OpenVX – OPEN SOURCE ON GITHUB |   MAY 4, 20168

SKIN TONE DETECTION GDF

node channel_extract input_image !CHANNEL_R  R

node channel_extract input_image !CHANNEL_G  G

node channel_extract input_image !CHANNEL_B  B

node subtract R  G  !SATURATE RmG

node subtract R  B  !SATURATE RmB

node threshold R  thr95 R95

node threshold G  thr40   G40

node threshold B  thr20   B20

node threshold RmG thr15 RmG15

node threshold RmB thr0 RmB0

node and R95   G40   and1

node and and1  B20   and2

node and RmG15 RmB0  and3

node and and2 and3 output_image

Color key

gdf keyword

OpenVX node names

Inputs

Outputs

Parameters
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SKIN TONE DETECTION
OPTIMIZED GRAPH

[Optimized Graph]
node ChannelExtract_U8U8U8_U24_Pos0 R G B input_image

node Sub_U8_U8U8_Sat RmG R G

node Sub_U8_U8U8_Sat RmB R B

node Threshold_U1_U8_Binary R95 R thr95

node Threshold_U1_U8_Binary G40 G thr40

node Threshold_U1_U8_Binary B20 B thr20

node Threshold_U1_U8_Binary RmG15 RmG thr15

node Threshold_U1_U8_Binary RmB0 RmB thr0

node And_U1_U1U1 and1 R95 G40

node And_U1_U1U1 and2 and1 B20

node And_U1_U1U1 and3 RmG15 RmB0

node And_U8_U1U1 output_image and2 and3

 When this is executed on the GPU, all these nodes are fused into one 
OpenCL kernel, eliminating 90%+ of the bandwidth

[Merged Graph]
node merge_on_gpu output_image input_image (note: not all details shown)

Optimized Color key

gdf keyword

Optimized node names

Inputs

Outputs

Parameters
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PLUG-IN YOUR OWN OpenCL CODE GENERATOR

 Do you have an algorithm that maps well onto GPUs?

 Create your own OpenVX kernel by just providing an OpenCL code generator

 The remainder is managed by the AMD OpenVX framework

vx_status VX_CALLBACK user_kernel_opencl_codegen (

vx_node node,

char opencl_kernel_function_name[64],

std::string& opencl_kernel_code,

std::string& opencl_build_options,

vx_uint32& opencl_work_dim,

vx_size opencl_global_work[],

vx_size opencl_local_work[],

…

)



AMD OpenVX – OPEN SOURCE ON GITHUB |   MAY 4, 201611

GRAPH DESCRIPTION FORMAT FOR QUICK PROTOTYPING

Harris

Graph

Tracking

Graph

[0][-1]

pyramidDelay

[0][-1]

keypointDelay

context

display
results

video
capture

You can quickly prototype complex application scenarios using few lines of text…
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GRAPH DESCRIPTION FORMAT FOR QUICK PROTOTYPING

Tracking Graph

node org.khronos.openvx.color_convert input iyuv

node org.khronos.openvx.channel_extract iyuv !CHANNEL_Y luma

node org.khronos.openvx.gaussian_pyramid luma delayPyr[0]

node org.khronos.openvx.optical_flow_pyr_lk delayPyr[-1] delayPyr[0] \

delayArr[-1] delayArr[-1] delayArr[0] \

termination epsilon num_iterations \

use_initial_estimate window_dimension

Data Objects and I/O

data input = image:768,576,RGB2

read input PETS09-S1-L1-View001.avi

view input feature-tracker-window

data iyuv = image-virtual:0,0,IYUV

…

For the full GDF:

visit amdovx-core/runvx on GitHub
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Summary: The OpenVX Advantage

Func 1

Func 2

Func 3

Func 4

Func 5

Result
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The OpenVX Advantage

Func 1

Func 2

Func 3

Func 4

Func 5

Result
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The OpenVX Advantage

Func 1

Func 2

Func 3

Func 4

Func 5

Result
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Summary

 Download and use the code
‒ Link at the AMD GPUOpen web site

http://gpuopen.com/compute-product/amd-openvx/

 Join github, then go to these links:

https://github.com/GPUOpen-ProfessionalCompute-Libraries/amdovx-core

https://github.com/GPUOpen-ProfessionalCompute-Libraries/amdovx-modules

 Support: Report any problems on the github “issues” tab

http://gpuopen.com/compute-product/amd-openvx/
https://github.com/GPUOpen-ProfessionalCompute-Libraries/amdovx-core
https://github.com/GPUOpen-ProfessionalCompute-Libraries/amdovx-modules
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DISCLAIMER & ATTRIBUTION

The information presented in this document is for informational purposes only and may contain technical inaccuracies, omissions and typographical errors.

The information contained herein is subject to change and may be rendered inaccurate for many reasons, including but not limited to product and roadmap 
changes, component and motherboard version changes, new model and/or product releases, product differences between differing manufacturers, software 
changes, BIOS flashes, firmware upgrades, or the like. AMD assumes no obligation to update or otherwise correct or revise this information. However, AMD 
reserves the right to revise this information and to make changes from time to time to the content hereof without obligation of AMD to notify any person of 
such revisions or changes.

AMD MAKES NO REPRESENTATIONS OR WARRANTIES WITH RESPECT TO THE CONTENTS HEREOF AND ASSUMES NO RESPONSIBILITY FOR ANY INACCURACIES, 
ERRORS OR OMISSIONS THAT MAY APPEAR IN THIS INFORMATION.

AMD SPECIFICALLY DISCLAIMS ANY IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS FOR ANY PARTICULAR PURPOSE. IN NO EVENT WILL AMD BE 
LIABLE TO ANY PERSON FOR ANY DIRECT, INDIRECT, SPECIAL OR OTHER CONSEQUENTIAL DAMAGES ARISING FROM THE USE OF ANY INFORMATION
CONTAINED HEREIN, EVEN IF AMD IS EXPRESSLY ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

ATTRIBUTION

© 2016 Advanced Micro Devices, Inc. All rights reserved. AMD, the AMD Arrow logo and combinations thereof are trademarks of Advanced Micro Devices, 
Inc. in the United States and/or other jurisdictions.  SPEC  is a registered trademark of the Standard Performance Evaluation Corporation (SPEC). Other names 
are for informational purposes only and may be trademarks of their respective owners.


