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• Integration of technologies capable of monitoring,
communicating, and controlling the electric power
system, renders the grid one of the most complex
cyber physical systems.
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While future control designs can benefit from a real-
time broader view of the system, being rationally 
localized to avoid intensive communication and 

computation is a key.

One 
Approach

Distributed 
Control

Performance

Communication 
and Computation 

Cost

While local controllers are
blind to the widespread
effects of disturbances and
centralized controllers are
challenging to implement,
distributed controllers can
achieve a trade-off between
performance and associated
cost.

 Theoretical Challenges:
Since in a distributed control problem, different
controllers have access to different information sets,
the problem is inherently difficult!
Two main approaches that have been proposed:
1. Identifying sub-optimal solutions.
2. Identifying special conditions or information
patterns under which the problem can be solved.

 Implementation Challenges:
Some of the implementation challenges in power
system are:

1. Implementation of a robust communication network
2. IEEE Standards Privacy in data sharing agreements
3. Associated cost for building new control

infrastructure
4. Real-time computation and data management
5. Cyber security concerns

Designed by Proposed Distributed Controller

: Interdependency Element
: Communication Link

• Assumed communication network has been designed 
or known before designing the distributed control. 

• The controllers are designed using centralized LQR
formulation, but the feedback gain matrix will be
reduced based on the communication laplacian
matrix to include only the corresponding generator
states and communicated measurements .

Two- Area Test System and all 
possible communication links

Improvements in damping of inter-area 
mode for different controllers
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Centralized Control
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Distributed Control
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Decentralized Control
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: Measurement Agent

• Future Work: to design the controller for each study area,
while maintaining critical tie-lines, external areas will be
modeled using measurement based model identification
techniques. Then the controller can be designed and updated in
real-time using conventional well-known control methods.

• For the smart grid to be resilient to disturbances, wide-area
monitoring and control is a necessity.

• Simulations show that proposed distributed control can
improve damping for inter-area oscillations and result in
performances almost similar to centralized control.

Distributed LQR Control Design: 
Known and Limited Communication

• Generators are modeled using fourth-order model
with AVR and Excitation System. It is assumed that
non of the generators have power system stabilizers
(PSS) installed on them.


