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Overview of Tutorial

Part A: Introduction to EMOPart A: Introduction to EMO
Introduction to multiIntroduction to multi--objective optimizationobjective optimization
Main classical methodsMain classical methods
Philosophy of evolutionary methodsPhilosophy of evolutionary methods
Early nonEarly non--elitist EMO methodselitist EMO methods
Efficient elitist EMO methodsEfficient elitist EMO methods

Part B: Applications of EMOPart B: Applications of EMO
DecisionDecision--makingmaking
InnovizationInnovization: Innovation through EMO: Innovation through EMO
Aiding in other problemAiding in other problem--solving taskssolving tasks

Part C: Advanced EMO and future challengesPart C: Advanced EMO and future challenges
ConclusionsConclusions
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EMO Books (Since 2001)
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Part A: Part A: 
Introduction to EMOIntroduction to EMO

MultiMulti--objective optimizationobjective optimization
Definitions and theoryDefinitions and theory
Classical methodsClassical methods
Difficulties with classical methodsDifficulties with classical methods
Early EMO methodologiesEarly EMO methodologies
StateState--ofof--thethe--art EMOart EMO
Constraint handling in EMOConstraint handling in EMO
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MultiMulti--Objective OptimizationObjective Optimization
Really need no introductionReally need no introduction
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More ExamplesMore Examples
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As a Mathematical Programming As a Mathematical Programming 
ProblemProblem

Multiple objectives, constraints, and Multiple objectives, constraints, and 
variablesvariables
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Optimality ConditionOptimality Condition
FritzFritz--John Necessary Condition:John Necessary Condition:

Solution Solution x*x* satisfy satisfy 

1.1. andand

2.2. for all for all j = 1, 2, 3, j = 1, 2, 3, …………,J,J

3. 3. uujj ≥≥ 0, 0, λλjj ≥≥ 0, for all j and 0, for all j and λλj  j  > 0 for at least one j> 0 for at least one j

( ) ( ) ,0
1 1

**∑ ∑= =
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j jjmm xguxfλ

( ) 0* =xgu jj

uujj’’ss are Lagrange multipliersare Lagrange multipliers
A necessary conditionA necessary condition
To use above conditions requires differentiable To use above conditions requires differentiable 
objectives and constraintsobjectives and constraints
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An Engineering ExampleAn Engineering Example

InfesaibleInfesaible regionregion

Feasible regionFeasible region
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Which Solutions are Optimal?Which Solutions are Optimal?

Relates to the concept Relates to the concept 
of dominationof domination
xx(1)(1) dominates xdominates x(2)(2), if , if 

xx(1)(1) is no worse than xis no worse than x(2)(2)

in all objectivesin all objectives
xx(1)(1) is strictly better than is strictly better than 
xx(2)(2) in at least one in at least one 
objectiveobjective

Examples: Examples: 
3 dominates 23 dominates 2
3 does not dominate 53 does not dominate 5
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ParetoPareto--Optimal SolutionsOptimal Solutions

PP’’=Non=Non--
dominated(Pdominated(P) ) 

Solutions which are Solutions which are 
not dominated by not dominated by 
any member of the any member of the 
set Pset P

O(N log N) O(N log N) 
algorithms existalgorithms exist
ParetoPareto--Optimal set Optimal set 
= Non= Non--dominated(Sdominated(S))
A number of A number of 
solutions are optimalsolutions are optimal
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ParetoPareto--Optimal FrontsOptimal Fronts
Depends on the Depends on the 
type of type of 
objectives objectives 
Always on the Always on the 
boundary of boundary of 
feasible regionfeasible region
Higher Higher 
dimensional dimensional 
ParetoPareto--optimal optimal 
front with more front with more 
objectivesobjectives
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Local Versus Global ParetoLocal Versus Global Pareto--Optimal Optimal 
FrontsFronts

Local ParetoLocal Pareto--optimal Front:optimal Front: Domination check is Domination check is 
restricted within a neighborhood (in decision restricted within a neighborhood (in decision 
space) of Pspace) of P
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Some TerminologiesSome Terminologies

Ideal pointIdeal point (z*) (z*) 
nonexistent, lower nonexistent, lower 
bound on Paretobound on Pareto--
optimal set optimal set 

Utopian point (Utopian point (z**)z**)
nonexistentnonexistent

Nadir pointNadir point ((zznadnad))
Upper bound on Upper bound on 
ParetoPareto--optimal set optimal set 

Normalization: Normalization: 
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Differences with SingleDifferences with Single--Objective Objective 
OptimizationOptimization

One optimum versus multiple optimaOne optimum versus multiple optima
Requires search and decisionRequires search and decision--makingmaking
Two spaces of interest, instead of oneTwo spaces of interest, instead of one
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PreferencePreference--Based MethodsBased Methods

fgffgf

Classical Methods follow itClassical Methods follow it
Results in a single                                   Results in a single                                   

solution in each simulationsolution in each simulation
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Classical ApproachesClassical Approaches

MiettinenMiettinen (1999):(1999):
No Preference methods (heuristicNo Preference methods (heuristic--based)based)
PosterioriPosteriori methods (generating solutions) methods (generating solutions) 
discussed laterdiscussed later
AA--prioripriori methods (one preferred solution)methods (one preferred solution)
InteractiveInteractive methods (involving a decisionmethods (involving a decision--
maker)maker)
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Classical Approach: Classical Approach: 
Weighted Sum MethodWeighted Sum Method

Construct a Construct a 
weighted sum of weighted sum of 
objectives and objectives and 
optimizeoptimize

User supplies User supplies 
weight vector weight vector ww

1

( ) ( )
M

i i
i

F x w f x
=
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Difficulties with WeightedDifficulties with Weighted--Sum Sum 
MethodMethod

Need to know Need to know ww
NonNon--uniformity in uniformity in 
ParetoPareto--optimal optimal 
solutionssolutions
Inability to find some Inability to find some 
ParetoPareto--optimal optimal 
solutions (those in solutions (those in 
nonnon--convex region)convex region)
However, However, a solution of a solution of 
this approach is always this approach is always 
ParetoPareto--optimaloptimal
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εε--Constraint MethodConstraint Method
Constrain all but one Constrain all but one 
objectiveobjective
Need to know relevant Need to know relevant 
εε vectorsvectors
NonNon--uniformity in uniformity in 
ParetoPareto--optimal optimal 
solutionssolutions
However, However, any Paretoany Pareto--
optimal solution can optimal solution can 
be found with this be found with this 
approachapproach
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Difficulties with Most Classical Difficulties with Most Classical 
ApproachesApproaches

Need to run a singleNeed to run a single--
objective optimizer many objective optimizer many 
timestimes
Expect a lot of problem Expect a lot of problem 
knowledgeknowledge
Even then, good Even then, good 
distribution is not distribution is not 
guaranteedguaranteed
MultiMulti--objective optimization objective optimization 
as an application of singleas an application of single--
objective optimizationobjective optimization
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Classical Generating MethodsClassical Generating Methods

OneOne--atat--aa--time and time and 
repeatrepeat
Population approachesPopulation approaches

TimmelTimmel’’ss methodmethod
SchafflerSchaffler’’ss methodmethod

Absence of parallel Absence of parallel 
search is a drawbacksearch is a drawback
EMO finds multiple EMO finds multiple 
solutions with an solutions with an 
implicit parallel searchimplicit parallel search
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Classical Methods for Finding Classical Methods for Finding 
Multiple PointsMultiple Points
Timmel'sTimmel's (1980) population approach (1980) population approach 
(in German)(in German)

Start with a population of solutions Start with a population of solutions 
AA(t(t))

From each point From each point ii, move a step , move a step ss(t(t)) in in 
directiondirection

uujj is a random number  is a random number  
Keep nonKeep non--dominated solutions from    dominated solutions from    
AA(t(t)) ∪∪   AA(t+1)(t+1) in Ain A(t+1)(t+1)

Asymptotic convergence proof for a Asymptotic convergence proof for a 
suitable suitable ss(t(t)) sequencesequence
Need to choose a proper step length Need to choose a proper step length 

( )∑
=

∇−=
M

j
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t
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Timmel'sTimmel's Population ApproachPopulation Approach
Shukla and Deb (EMO, 2005)Shukla and Deb (EMO, 2005)
100,000 evaluations100,000 evaluations
Works on simpler problems, gets stuck at a local  Works on simpler problems, gets stuck at a local  
PP--O frontier on a difficult problemO frontier on a difficult problem

ZDT1ZDT1 ZDT4ZDT4
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A Stochastic MethodA Stochastic Method
SchafflerSchaffler et al. (2002) JOTA articleet al. (2002) JOTA article

Start with a point Start with a point xx(t(t))

Find a descent direction  Find a descent direction  which solveswhich solves

such that such that 

Update the point: Update the point: 

BB(t(t)) is a is a nn--dimensional dimensional BrowinianBrowinian motionmotion

A numerical iterative algorithm suggestedA numerical iterative algorithm suggested

Reaches the PReaches the P--O frontier and then spreadsO frontier and then spreads
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SchafflerSchaffler et al.'s  Point Approachet al.'s  Point Approach
Shukla and Deb (EMO, 2005)Shukla and Deb (EMO, 2005)
100,000 evaluations100,000 evaluations
Slower than TPMSlower than TPM

ZDT1ZDT1

ZDT3ZDT3
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Ideal MultiIdeal Multi--Objective Objective 
OptimizationOptimization

Step 1  :Step 1  :

Find a set of Find a set of 
ParetoPareto--optimal optimal 
solutionssolutions

Step 2Step 2 ::

Choose one from Choose one from 
the setthe set



CEC'07 Tutorial on EMO (K. Deb), 
Singapore (25 September, 2007)

28

A More Holistic Approach for A More Holistic Approach for 
OptimizationOptimization

DecisionDecision--making becomes easier making becomes easier 
and less subjectiveand less subjective
SingleSingle--objective optimization is a objective optimization is a 
degenerate case of multidegenerate case of multi--objective objective 
optimizationoptimization

Step 1 finds a single solutionStep 1 finds a single solution
No need for Step 2No need for Step 2

MultiMulti--modal optimization possiblemodal optimization possible
Demonstrate an Demonstrate an omniomni--optimizer optimizer 
laterlater
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Two Goals in Ideal MultiTwo Goals in Ideal Multi--Objective Objective 
OptimizationOptimization

Converge to the Converge to the 
ParetoPareto--optimal frontoptimal front

Maintain as diverse a Maintain as diverse a 
distribution as distribution as 
possiblepossible
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Evolutionary MultiEvolutionary Multi--Objective Objective 
Optimization (EMO)Optimization (EMO)

Principle:Principle:
Find multiple ParetoFind multiple Pareto--optimal solutions optimal solutions 
simultaneouslysimultaneously

Two main reasons:Two main reasons:
Help in choosing a particular solutionHelp in choosing a particular solution
Unveil salient optimality properties of solutionsUnveil salient optimality properties of solutions

Assist in other problem solvingAssist in other problem solving
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Why Use Evolutionary Why Use Evolutionary 
Algorithms?Algorithms?

Population approachPopulation approach suits suits 
well to find multiple well to find multiple 
solutionssolutions

NicheNiche--preservation preservation 
methodsmethods can be exploited can be exploited 
to find diverse solutionsto find diverse solutions

Implicit parallelismImplicit parallelism helps helps 
provide a parallel searchprovide a parallel search

Multiple applications of classical methods do not Multiple applications of classical methods do not 
constitute a parallel searchconstitute a parallel search
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History of Evolutionary MultiHistory of Evolutionary Multi--
Objective Optimization (EMO)Objective Optimization (EMO)

Early penaltyEarly penalty--based based 
approachesapproaches

VEGA (1984)VEGA (1984)
Goldberg's (1989) Goldberg's (1989) 
suggestionsuggestion

MOGA, NSGA, NPGA MOGA, NSGA, NPGA 
(1993(1993--95) used Goldberg's95) used Goldberg's
suggestionsuggestion

Elitist EMO (SPEA, NSGAElitist EMO (SPEA, NSGA--II,II,
PAES, MOMGA etc.) (1998 PAES, MOMGA etc.) (1998 

---- Present)Present)

EMOO Web site (as of 4 JulyEMOO Web site (as of 4 July’’06)06)
603 journal, 1371 conference603 journal, 1371 conference
136 PhD theses136 PhD theses
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What to Change in a Simple GA?What to Change in a Simple GA?

Modify the fitness Modify the fitness 
computationcomputation

Emphasize nonEmphasize non--
dominated solutions dominated solutions 
for for convergenceconvergence

Emphasize lessEmphasize less--
crowded solutions for crowded solutions for 
diversitydiversity
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Identifying NonIdentifying Non--Dominated SetDominated Set

O(MNO(MN22) computational complexity) computational complexity
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Kung et al.Kung et al.’’s (1975) Approachs (1975) Approach



CEC'07 Tutorial on EMO (K. Deb), 
Singapore (25 September, 2007)

36

NonNon--Dominated Sorting: A Naive Dominated Sorting: A Naive 
ApproachApproach

Identify the best nonIdentify the best non--
dominated setdominated set
Discard them from populationDiscard them from population
Identify the nextIdentify the next--best nonbest non--
dominated setdominated set
Continue till all solutions are Continue till all solutions are 
classifiedclassified
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A Fast NonA Fast Non--Dominated SortingDominated Sorting
Calculate (Calculate (nnii,S,Sii) for ) for 
each solution ieach solution i
nnii: Number of : Number of 
solutions solutions 
dominating idominating i
SSii: Set of solutions : Set of solutions 
dominated by Idominated by I
Follow an iterative Follow an iterative 
procedureprocedure
A fasterA faster procedure procedure 
later in Lecture L6later in Lecture L6
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Which are LessWhich are Less--Crowded Solutions?Crowded Solutions?

Crowding can be in decision variable space or in Crowding can be in decision variable space or in 
objective spaceobjective space
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NonNon--Elitist EMO ProceduresElitist EMO Procedures
Vector evaluated GA (VEGA) (Schaffer, 1984)Vector evaluated GA (VEGA) (Schaffer, 1984)
Vector optimized EA (VOES) (Vector optimized EA (VOES) (KursaweKursawe, 1990), 1990)
Weight based GA (WBGA) (Weight based GA (WBGA) (HajelaHajela and Lin, 1993)and Lin, 1993)
Multiple objective GA (MOGA) (Fonseca and Multiple objective GA (MOGA) (Fonseca and 
Fleming, 1993)Fleming, 1993)
NonNon--dominated sorting GA (NSGA) (dominated sorting GA (NSGA) (SrinivasSrinivas and and 
Deb, 1994)Deb, 1994)
NichedNiched Pareto GA (NPGA) (Horn et al., 1994)Pareto GA (NPGA) (Horn et al., 1994)
PredatorPredator--prey ES (prey ES (LaumannsLaumanns et al., 1998)et al., 1998)
Other methods: Distributed sharing GA, Other methods: Distributed sharing GA, 
neighborhood constrained GA, Nash GA etc. neighborhood constrained GA, Nash GA etc. 
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SchafferSchaffer’’s (1984) s (1984) 
VectorVector--Evaluated GA (VEGA)Evaluated GA (VEGA)

Divide population into M equal blocksDivide population into M equal blocks
Each block is reproduced with one objective Each block is reproduced with one objective 
functionfunction
Complete population participates in crossover Complete population participates in crossover 
and mutationand mutation
Bias towards to individual best objective Bias towards to individual best objective 
solutionssolutions
A nonA non--dominated selection: Nondominated selection: Non--dominated dominated 
solutions are assigned more copiessolutions are assigned more copies
Mate selection: Two distant (in parameter Mate selection: Two distant (in parameter 
space) solutions are matedspace) solutions are mated
Both necessary aspects missing in one algorithmBoth necessary aspects missing in one algorithm
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VEGA VEGA 
ResultsResults
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SrinivasSrinivas and Deband Deb’’s (1995) s (1995) 
NonNon--dominated Sorting GA (NSGA)dominated Sorting GA (NSGA)

NichingNiching in parameter spacein parameter space
NonNon--dominated solutions dominated solutions 
are emphasizedare emphasized
Diversity among them is Diversity among them is 
maintainedmaintained

Example:Example:
ff11(x)=x(x)=x22

ff22(x)=(x(x)=(x--2)2)22
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NSGA NSGA 
ResultsResults
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Another Test ProblemAnother Test Problem
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NSGA and VEGANSGA and VEGA
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Fonseca and FlemingFonseca and Fleming’’s (1993)s (1993)
MultiMulti--Objective GA (MOGA)Objective GA (MOGA)

Count the number of Count the number of 
dominated solutions dominated solutions 
(say n)(say n)
Fitness: F=n+1Fitness: F=n+1
A fitness ranking A fitness ranking 
adjustmentadjustment
NichingNiching in fitness in fitness 
spacespace
Rest all are similar to Rest all are similar to 
NSGANSGA

Example:Example:
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Horn et al.Horn et al.’’s (1995) s (1995) 
NichedNiched Pareto GA (NPGA)Pareto GA (NPGA)

Tournament within a small subpopulation Tournament within a small subpopulation 
((ttdomdom))
If one dominated and other nonIf one dominated and other non--dominated, dominated, 
select secondselect second
If both nonIf both non--dominated or both dominated, dominated or both dominated, 
choose the one with smaller choose the one with smaller niche countniche count in in 
the subpopulationthe subpopulation
Algorithm depends on Algorithm depends on ttdomdom

Nevertheless, it has both necessary Nevertheless, it has both necessary 
componentscomponents
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NPGA (cont.)NPGA (cont.)
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Shortcomings of NonShortcomings of Non--Elitist EMO Elitist EMO 
ProceduresProcedures

EliteElite--preservation is missingpreservation is missing
EliteElite--preservation is important for proper preservation is important for proper 
convergence in singleconvergence in single--objective objective EAsEAs
Same is true in EMO proceduresSame is true in EMO procedures
Three tasksThree tasks

Elite preservationElite preservation
Progress towards the ParetoProgress towards the Pareto--optimal frontoptimal front
Maintain diversity among solutionsMaintain diversity among solutions
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Elitist Elitist EMOsEMOs

DistanceDistance--based Pareto GA (based Pareto GA (DPGADPGA) () (OsyczkaOsyczka and and 
KunduKundu, 1995), 1995)
ThermodynamicalThermodynamical GA (GA (TDGATDGA) (Kita et al., 1996)) (Kita et al., 1996)
Strength Pareto EA (Strength Pareto EA (SPEASPEA) () (ZitzlerZitzler and Thiele, 1998)and Thiele, 1998)
NonNon--dominated sorting GAdominated sorting GA--IIII ((NSGANSGA--IIII) (Deb et al., ) (Deb et al., 
1999)1999)
ParetoPareto--archived ES (archived ES (PAESPAES) (Knowles and ) (Knowles and CorneCorne, , 
1999)1999)
MultiMulti--objective Messy GA (objective Messy GA (MOMGAMOMGA) () (VeldhuizenVeldhuizen and and 
Lamont, 1999)Lamont, 1999)
Other methods: ParetoOther methods: Pareto--converging GA, multiconverging GA, multi--
objective microobjective micro--GA, elitist MOGA with coGA, elitist MOGA with co--evolutionary evolutionary 
sharingsharing
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Elitist NonElitist Non--dominated Sorting dominated Sorting 
Genetic Algorithm (NSGAGenetic Algorithm (NSGA--II)II)

NSGANSGA--II can extract II can extract 
ParetoPareto--optimal optimal 
frontierfrontier
And find a wellAnd find a well--
distributed set of distributed set of 
solutionssolutions
Adopted by Adopted by iSIGHTiSIGHT
and and ModeFrontierModeFrontier
Code downloadableCode downloadable
http://http://www.iitk.ac.in/kangal/soft.htmwww.iitk.ac.in/kangal/soft.htm

IEEE TEC paper awarded IEEE TEC paper awarded ‘‘Fast Breaking Paper in Fast Breaking Paper in EnggEngg. by ISI Web of Sc.. by ISI Web of Sc.
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NSGANSGA--II ProcedureII Procedure
Elites are preservedElites are preserved

NonNon--dominated solutions are emphasizeddominated solutions are emphasized
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NSGANSGA--II (cont.)II (cont.)

Overall Complexity Overall Complexity 
O(O(N logN logMM--11NN))

Diversity is maintainedDiversity is maintained

Improve diversity byImprove diversity by
•• kk--mean clusteringmean clustering
•• Euclidean distance Euclidean distance 

measuremeasure
•• Other techniquesOther techniques
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One Iteration of NSGA-II
Six parents and six offspring
Parents after one iteration: (a,3,1,e,5,b)
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NSGANSGA--II on Test ProblemsII on Test Problems

(Min)(Min) (Min)(Min) ( )1 1
2 1( ) 1 sin 10f ff x g f

g g
π

⎡ ⎤
= − −⎢ ⎥

⎣ ⎦

(Min)(Min)
11 )( xxf =

2

1
2 ( ) 1 ff x g
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Simulation on ZDT1Simulation on ZDT1
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Simulation on ZDT2Simulation on ZDT2
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Simulation on ZDT3Simulation on ZDT3
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Simulation on ZDT4Simulation on ZDT4
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ZitzlerZitzler and Thieleand Thiele’’s (1999) s (1999) 
Strength Pareto EA (SPEA)Strength Pareto EA (SPEA)

Stores nonStores non--dominated solutions externallydominated solutions externally
ParetoPareto--dominance to assign fitness dominance to assign fitness 
External members: Assign number of dominated External members: Assign number of dominated 
solutions in population (smaller solutions in population (smaller --> better)> better)
Population members: Assign sum of fitness of Population members: Assign sum of fitness of 
external dominating members (smallerexternal dominating members (smaller-->better)>better)
Tournament selection and recombination applied Tournament selection and recombination applied 
to combined populationto combined population
A clustering technique to maintain diversity in A clustering technique to maintain diversity in 
updated external population, when size increases updated external population, when size increases 
a limita limit
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Fitness Assignment and Clustering Fitness Assignment and Clustering 
in SPEAin SPEA

SPEA:SPEA:
O(MNO(MN33) operation) operation

SPEA2SPEA2
Improved clustering Improved clustering 
for not losing for not losing 
boundary pointsboundary points

Fixed archive sizeFixed archive size
Mating within Mating within 
archive membersarchive members
Dominating points Dominating points 
use different fitnessuse different fitness

NNk +=
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Pareto Archived ES (PAES)Pareto Archived ES (PAES)
A pointA point--byby--point approachpoint approach
Parent pParent ptt and child cand child ctt are compared with an external are compared with an external 
archive Aarchive Att

Child can enter the archive and can become a parentChild can enter the archive and can become a parent



CEC'07 Tutorial on EMO (K. Deb), 
Singapore (25 September, 2007)

63

Comparative Results: ConvergenceComparative Results: Convergence

IEEE TECIEEE TEC
(2002) By(2002) By
Deb et al.Deb et al.
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Comparative Results: DiversityComparative Results: Diversity



CEC'07 Tutorial on EMO (K. Deb), 
Singapore (25 September, 2007)

65

Constrained HandlingConstrained Handling

Penalty function approachPenalty function approach

Explicit procedures to handle infeasible Explicit procedures to handle infeasible 
solutionssolutions

Jimenez's approachJimenez's approach
RayRay--TangTang--Seow'sSeow's approachapproach

Modified definition of dominationModified definition of domination
Fonseca and Fleming's approachFonseca and Fleming's approach
Deb et al.'s approachDeb et al.'s approach

⎟
⎠
⎞

⎜
⎝
⎛Ω+=

→

gRfF mmm
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ConstraintConstraint--Domination PrincipleDomination Principle

1.1. ii is feasible and is feasible and jj is notis not
2.2. ii and and jj are both are both 

infeasible, but infeasible, but ii has a has a 
smaller overall smaller overall 
constraint violationconstraint violation

3.3. ii and and jj are feasible and are feasible and ii
dominates dominates jj

A solution A solution ii constraintconstraint--
dominatesdominates a solution a solution jj, if any , if any 
is true:is true:
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Constrained NSGAConstrained NSGA--II Simulation II Simulation 
ResultsResults

22 )( xxf =MinimizeMinimize 11 )( xxf =
1

2
2

1)(
x
xxf +

=

19
69

12

12

≥+−
≥+
xx

xx WhereWhere

( ) ( ) 5.05.05.0

0tan16cos
10
11

2
2

2
1

2

112
2

2
1

≤−+−

≥⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−+ −

xx

x
xxx

MinimizeMinimize
11 )( xxf =

WhereWhere
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Simulation on TNKSimulation on TNK
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Simulation on CTP5Simulation on CTP5
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Achieving Confidence in Achieving Confidence in 
NSGANSGA--II SolutionsII Solutions

NSGANSGA--II is a numerical methodII is a numerical method
Verify with Verify with εε--constraint methodconstraint method
Verify the extreme solutionsVerify the extreme solutions
Verify by other means (NBI, NC, etc.)Verify by other means (NBI, NC, etc.)
Verify by lowerVerify by lower--dimensional solutionsdimensional solutions
Cluster the frontierCluster the frontier

Check to see if they are KKT pointsCheck to see if they are KKT points
Norm of gradient expression is close to Norm of gradient expression is close to 
zerozero
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Advantages of EMOAdvantages of EMO
Shape of ParetoShape of Pareto--optimal front is not a matteroptimal front is not a matter

Discontinuity, disconnectedness, Discontinuity, disconnectedness, nonconvexitynonconvexity etc. etc. 
No need to rediscover important common propertiesNo need to rediscover important common properties
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Shortcomings of EMOShortcomings of EMO

No proof of convergence in a finite timeNo proof of convergence in a finite time

Diversity preservation prohibits such a proofDiversity preservation prohibits such a proof

Can never tell proximity to ParetoCan never tell proximity to Pareto--optimal optimal 
front front 

Defining diversity in higher dimensions difficultDefining diversity in higher dimensions difficult

Large number of points to represent a largeLarge number of points to represent a large--
dimensional Paretodimensional Pareto--optimal frontoptimal front
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Conclusions of Part AConclusions of Part A

EMO procedures can find multiple ParetoEMO procedures can find multiple Pareto--
optimal solutions in one simulation runoptimal solutions in one simulation run

Parallel searchParallel search
Computationally faster approach than classical Computationally faster approach than classical 
generating methodsgenerating methods

An optimal front provides an idea of An optimal front provides an idea of 
objective interactionsobjective interactions

DecisionDecision--making better and easiermaking better and easier
Not possible beforeNot possible before

Part B discusses scope of EMO application Part B discusses scope of EMO application 
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Part B: Part B: 
Application Studies in EMOApplication Studies in EMO

EMO Applications in three directionsEMO Applications in three directions
Better decisionBetter decision--makingmaking
Unveiling common principlesUnveiling common principles
Solving other optimization problemsSolving other optimization problems

Look for a new bookLook for a new book
on different uses of EMOon different uses of EMO

(Springer, December, 2007)(Springer, December, 2007)
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DecisionDecision--Making EasierMaking Easier
Existence of multiple tradeExistence of multiple trade--
off solutions off solutions 

Provide tradeProvide trade--off off 
informationinformation
A better idea of the A better idea of the 
nature of Paretonature of Pareto--optimal optimal 
frontfront
An idea of range of An idea of range of 
solutionssolutions

Weighted scheme with 70Weighted scheme with 70--
3030

Always wonder what if Always wonder what if 
6969--31 or 7131 or 71--29?29?
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For a Better DecisionFor a Better Decision--MakingMaking

Spacecraft trajectory optimization (Spacecraft trajectory optimization (CoverstoneCoverstone--
Carroll et al. (2000) with JPL Pasadena)Carroll et al. (2000) with JPL Pasadena)

Three objectives for interThree objectives for inter--planetary trajectory planetary trajectory 
designdesign

Minimize time of flightMinimize time of flight
Maximize payload delivered at destinationMaximize payload delivered at destination
Maximize heliocentric revolutions around the Maximize heliocentric revolutions around the 
Sun Sun 

NSGA invoked with SEPTOP software for evaluationNSGA invoked with SEPTOP software for evaluation
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EarthEarth--Mars RendezvousMars Rendezvous



CEC'07 Tutorial on EMO (K. Deb), 
Singapore (25 September, 2007)

78

InnovizationInnovization::
Discovery of Innovative design principles through Discovery of Innovative design principles through 
optimizationoptimization

Example: Electric motor Example: Electric motor 
design with varying design with varying 
ratings, say  1 to 10 kWratings, say  1 to 10 kW

Each will vary in size Each will vary in size 
and power and power 
Armature size, Armature size, 
number of turns etc.number of turns etc.

How do solutions vary?How do solutions vary?
Any common principles!Any common principles!

Understand important design principles in Understand important design principles in 
a routine design scenarioa routine design scenario
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Single versus Multiple ObjectivesSingle versus Multiple Objectives
Say, a cantilever beam design for minimum weightSay, a cantilever beam design for minimum weight

Optimal design: Optimal design: 
d=18.94 mm, d=18.94 mm, l=200 mml=200 mm, , defldefl. = 2 mm. = 2 mm

Want Want defldefl.=1 mm, what design?.=1 mm, what design?
Redo optimization with a constraintRedo optimization with a constraint
Turns out: d=22.52 mm, Turns out: d=22.52 mm, l=200 mml=200 mm
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Knowledge DiscoveryKnowledge Discovery

Minimize (Minimize (weight,deflweight,defl.).)
Try if Try if l=cl=c is trueis true
InnovizationInnovization::

Set l = c = 0.2m to be Set l = c = 0.2m to be 
optimaloptimal
Range of d: (18.94,50) Range of d: (18.94,50) 
mmmm

Knowledge discovery!Knowledge discovery!
How do systemize the How do systemize the 
procedure?procedure?
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InnovizationInnovization ProcedureProcedure

Choose two or more conflicting objectives Choose two or more conflicting objectives 
(e.g., size and power)(e.g., size and power)

Usually, a small sized solution is less poweredUsually, a small sized solution is less powered

Obtain Obtain ParetoPareto--optimal solutionsoptimal solutions using an using an 
EMOEMO
Investigate for any common properties Investigate for any common properties 
manually or automaticallymanually or automatically
Why would there be common properties?Why would there be common properties?

Recall, ParetoRecall, Pareto--optimal solutions are all optimal solutions are all optimaloptimal!!
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In Search of Common Optimality In Search of Common Optimality 
PropertiesProperties
FritzFritz--John Necessary Condition:John Necessary Condition:

Solution Solution x*x* satisfy satisfy 

1.1. andand

2.2. for all for all j = 1, 2, 3, j = 1, 2, 3, …………,J,J

3. 3. uujj ≥≥ 0, 0, λλjj ≥≥ 0, for all j and 0, for all j and λλj  j  > 0 for at least one j> 0 for at least one j

( ) ( ) ,0
1 1

**∑ ∑= =
=∇−∇

M

m

J

j jjmm xguxfλ

( ) 0* =xgu jj

To use above conditions requires To use above conditions requires 
differentiable objectives and constraintsdifferentiable objectives and constraints
Yet, it lurks existence of some properties Yet, it lurks existence of some properties 
among Paretoamong Pareto--optimal solutionsoptimal solutions
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Revealing Salient Insights:Revealing Salient Insights:
Truss Structure DesignTruss Structure Design

(Deb, Khan and (Deb, Khan and JindalJindal, 2000), 2000)
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Revealing Salient Insights:Revealing Salient Insights:
A Cantilever Plate DesignA Cantilever Plate Design

Base PlateBase Plate

Eight tradeEight trade--off solutions are chosenoff solutions are chosen

(Deb and (Deb and ChaudhuriChaudhuri, 2003), 2003)
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TradeTrade--Off SolutionsOff Solutions
Symmetry in solutions about midSymmetry in solutions about mid--plane, discovery of stiffenerplane, discovery of stiffener
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A Connecting RodA Connecting Rod
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InnovizedInnovized PrinciplesPrinciples

MidMid--line symmetry line symmetry 
Straight arms to reach load is Straight arms to reach load is 
minimumminimum--weight strategyweight strategy
Two ways to increase stiffnessTwo ways to increase stiffness

Thickening of armsThickening of arms
Use of a stiffenerUse of a stiffener
Additional stiffening by a combinationAdditional stiffening by a combination

Chamfering of corners helpfulChamfering of corners helpful
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GearGear--box Designbox Design
A multiA multi--spindle gearspindle gear--box box 
design design (Deb and Jain, 2003)(Deb and Jain, 2003)

28 variables (integer, 28 variables (integer, 
discrete, realdiscrete, real--valued)valued)
101 non101 non--linear constraintslinear constraints

Important insights Important insights 
obtained obtained 
(larger module for more (larger module for more 
power)power)



CEC'07 Tutorial on EMO (K. Deb), 
Singapore (25 September, 2007)

89

InnovizedInnovized PrinciplesPrinciples
Module varies proportional to squareModule varies proportional to square--root of powerroot of power
Keep other 27 variables more or less the sameKeep other 27 variables more or less the same
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Overhead Crane ManeuveringOverhead Crane Maneuvering

Minimize time of operationMinimize time of operation
Minimize operating energyMinimize operating energy
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Simulation ResultsSimulation Results

NSGANSGA--II finds II finds 
tradetrade--off and off and 
interesting interesting 
propertiesproperties  0
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Innovative PrinciplesInnovative Principles

For optimum operation:For optimum operation:
Lower load suddenly at the endLower load suddenly at the end
Spend energy only at the beginningSpend energy only at the beginning

Fast unloading demands more energyFast unloading demands more energy
For fixed For fixed θθ, E , E ∞∞ ll
Delay lowering for saving energyDelay lowering for saving energy
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Epoxy PolymerizationEpoxy Polymerization

Three ingredients Three ingredients 
added hourlyadded hourly
54 54 ODEsODEs solved for a solved for a 
77--hour simulationhour simulation
Maximize chain Maximize chain 
length (length (MnMn) ) 
Minimize Minimize 
polydispersitypolydispersity index index 
(PDI)(PDI)
Total 3Total 3xx7 or 21 7 or 21 
variablesvariables
(Deb et al., 2004)(Deb et al., 2004)
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 1.8  1.84  1.88  1.92  1.96  2
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M
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A nonA non--convex frontierconvex frontier
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Epoxy Polymerization (cont.)Epoxy Polymerization (cont.)

Some patterns emerge among obtained Some patterns emerge among obtained 
solutionssolutions
Chemical significance unveiledChemical significance unveiled
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InnovizedInnovized Principles: Principles: 
An Optimal Operating ChartAn Optimal Operating Chart
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MultiMulti--Objectivity in Objectivity in 
Other Optimization TasksOther Optimization Tasks

Constrained handling Constrained handling 
Constraint violations Constraint violations 
as additional as additional 
objectivesobjectives

Find partial front near Find partial front near 
zerozero--CV CV 
May provide a flexible May provide a flexible 
search search 
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Goal Programming and OthersGoal Programming and Others

Reducing the chance of getting trapped in local Reducing the chance of getting trapped in local 
optima (Knowles et al., 2001) optima (Knowles et al., 2001) 
Use secondary objectives for maintaining Use secondary objectives for maintaining 
diversity (diversity (AbbassAbbass and Deb, 2003, Jensen, and Deb, 2003, Jensen, 

2003)2003)

Goal programming to  Goal programming to  
find multiple solutions find multiple solutions 
Avoids fixing a weight Avoids fixing a weight 
vector (Deb, 2001)vector (Deb, 2001)
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Reducing Bloating in GPReducing Bloating in GP
BleulerBleuler et al., et al., 
(2001)(2001)
Find smallFind small--sized sized 
programs with programs with 
small errorsmall error
Minimization of Minimization of 
Size of Program Size of Program 
as second as second 
objective objective 
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Conclusions of Part BConclusions of Part B

Two kinds of applicationsTwo kinds of applications
For decision makingFor decision making
For learning the problem at handFor learning the problem at hand

Other optimization problemOther optimization problem--solvingsolving
Constraint handlingConstraint handling
Introducing diversity Introducing diversity 
Clustering (smaller intraClustering (smaller intra--distance, larger distance, larger 
interinter--distance)distance)

Part C discusses advanced issuesPart C discusses advanced issues
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Part C: Part C: 
Advanced Studies in EMOAdvanced Studies in EMO

Scalable test problem designScalable test problem design
εε--domination based EMO techniquesdomination based EMO techniques
Finding a partial frontierFinding a partial frontier
Distributed computing of the ParetoDistributed computing of the Pareto--optimal optimal 
frontier frontier 
Performance metrics and comparative studiesPerformance metrics and comparative studies
Dynamic EMODynamic EMO
Robustness and Reliability based EMORobustness and Reliability based EMO
Interactive EMOInteractive EMO
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Scalable Test Problems Scalable Test Problems 

Step 1Step 1 Define ParetoDefine Pareto--
optimal front optimal front 
mathematically mathematically 
Step 2Step 2 Build the Build the 
objective search space objective search space 
using it using it 
Step 3Step 3 Map variable Map variable 
space to objective spacespace to objective space

Scalable Scalable DTLZDTLZ problems problems 
suggested suggested 

Deb et al. (CECDeb et al. (CEC--2002)2002)
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TwoTwo--Objective Test ProblemsObjective Test Problems

ParetoPareto--optimal front optimal front 
is controllable and is controllable and 
known known 
ZDT problems: ZDT problems: 

Choose Choose ff11()(), , g()g() and and 
h()h() to introduce to introduce 
various difficultiesvarious difficulties

1 1

2 1

Min ( ) ( )
Min ( ) ( ) ( )
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II

f f
f g h f g
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. = , .
x x

x x
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ZitzlerZitzler--DebDeb--ThieleThiele’’s Test Problemss Test Problems
ZDT1                                            ZDT2ZDT1                                            ZDT2
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ZitzlerZitzler--DebDeb--ThieleThiele’’s Test Problemss Test Problems
ZDT3                                            ZZDT3                                            ZDT4DT4
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ZitzlerZitzler--DebDeb--ThieleThiele’’s Test Problemss Test Problems
ZDT5                                        ZDZDT5                                        ZDT6T6
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Constraint Surface ApproachConstraint Surface Approach

Step 1:Step 1: Define a Define a 
rectangular hyperrectangular hyper--box box 
Step 2:Step 2: Chop off regions Chop off regions 
using constraints using constraints 

Adv: Easy to construct Adv: Easy to construct 
DisadvDisadv: Difficult to define : Difficult to define 
ParetoPareto--optimal frontoptimal front
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Constrained Test Problem GeneratorConstrained Test Problem Generator

Some test problems in Some test problems in VeldhuizenVeldhuizen (1999) (1999) 
More controllable test problems are called for More controllable test problems are called for 
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Various Parameter SettingsVarious Parameter Settings
0 2  2,  10  1  6,  1a b c d eθ π= − . , = = , = , = =CTP2:CTP2:

0 05  40  5  1  6  0a b c d eθ π= − . , = , = , = , = , =CTP7:CTP7:
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εε--MOEA: Using MOEA: Using εε--DominanceDominance

EA and archive EA and archive 
populations evolve populations evolve 
One EA and one One EA and one 
archive member are archive member are 
mated mated 
Archive update using  Archive update using  
εε--dominance dominance 
EA update using usual EA update using usual 
dominance dominance 

Deb, Mohan & Mishra (ECJDeb, Mohan & Mishra (ECJ--2005)2005)
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Comparative Study on ThreeComparative Study on Three--ObjObj. . 
DTLZ FunctionsDTLZ Functions
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Test Problem DTLZ2Test Problem DTLZ2
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Finding a Partial Pareto FrontierFinding a Partial Pareto Frontier

Using a DMUsing a DM’’s s 
preference (not a preference (not a 
solution but a region)solution but a region)

Guided domination Guided domination 
principle: Biased principle: Biased 
niching approachniching approach

Weighted domination Weighted domination 
approachapproach

DebDeb
(2001)(2001)
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Distributed Computing of Distributed Computing of 
ParetoPareto--Optimal SetOptimal Set

Guided domination concept to search different parts Guided domination concept to search different parts 
of Paretoof Pareto--optimal region optimal region 

Distributed computing of different partsDistributed computing of different parts

Deb, Zope & Jain Deb, Zope & Jain 
(EMO(EMO--2003)2003)
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Distributed computing: Distributed computing: 
A ThreeA Three--Objective ProblemObjective Problem

Spatial computing, not temporalSpatial computing, not temporal

TheoryTheory NSGANSGA--II SimulationsII Simulations



CEC'07 Tutorial on EMO (K. Deb), 
Singapore (25 September, 2007)

115

Performance MetricsPerformance Metrics

A recent study by A recent study by 
ZitzlerZitzler et al. suggests et al. suggests 
at least  metrics at least  metrics 

Two essential metrics Two essential metrics 
(functionally) (functionally) 

Convergence Convergence 
measure measure 
Diversity measure Diversity measure 
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Metrics for ConvergenceMetrics for Convergence
Error ratio: Error ratio: 

Set Coverage: Set Coverage: 

Generational distance: Generational distance: 
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Metrics for DiversityMetrics for Diversity

Spacing: Spacing: 

Spread: Spread: 

ChiChi--square like square like 
deviation measure deviation measure 
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Metrics for Diversity (Cont.)Metrics for Diversity (Cont.)

Distance from P*            Entropy MeasureDistance from P*            Entropy Measure
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Metrics for Convergence and Metrics for Convergence and 
DiversityDiversity

HypervolumeHypervolume Attainment Surface MethodAttainment Surface Method
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HigherHigher--order Attainment Surfaces order Attainment Surfaces 

Positive and Positive and 
negative negative 
relationshipsrelationships

Taken fromTaken from
Carlos FonsecaCarlos Fonseca

Strong correlationStrong correlationEasier to find completeEasier to find complete
frontfront
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Running MetricsRunning Metrics

Performance metric changes with generationPerformance metric changes with generation

Deb and Jain Deb and Jain 
(SEAL(SEAL--2002)2002)
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Running Metrics (cont.)Running Metrics (cont.)
Quantitative comparison of two or more algorithmsQuantitative comparison of two or more algorithms
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IndicatorIndicator--Based EMOBased EMO
ZitzlerZitzler et al. (2004)et al. (2004)
Move point A so as to make weaklyMove point A so as to make weakly--
dominated with Bdominated with B
Positive if reduction in Positive if reduction in hypervolumehypervolume
Negative, otherwiseNegative, otherwise



CEC'07 Tutorial on EMO (K. Deb), 
Singapore (25 September, 2007)

124

IBEA (cont.)IBEA (cont.)

Develop a singleDevelop a single--objective EA with indicator objective EA with indicator 
functionsfunctions

Smaller the fitness F, worse is the solutionSmaller the fitness F, worse is the solution
Some niche preservation is neededSome niche preservation is needed
Better solutions reportedBetter solutions reported
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Dynamic OptimizationDynamic Optimization

Assume a Assume a statisstatis in problem for a time stepin problem for a time step
Find a critical frequency of changeFind a critical frequency of change
FDA2 test problemFDA2 test problem

Deb, Rao, KarthikDeb, Rao, Karthik
(EMO 2007)(EMO 2007)
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NSGANSGA--II SimulationsII Simulations

Problems change as NSGAProblems change as NSGA--II runsII runs
Elitism is eliminated from NSGAElitism is eliminated from NSGA--IIII

f1f1

f2f2

f3f3

f1f1 f2f2

SimulationsSimulations
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HydroHydro--Thermal Power DispatchThermal Power Dispatch

Minimize Cost and Minimize Cost and NOxNOx emissionemission
Power balance and water head limitsPower balance and water head limits
Dynamic due to change in power demand Dynamic due to change in power demand 
with timewith time
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DynamicDynamic
HydroHydro--Thermal Power SchedulingThermal Power Scheduling
Addition of random or mutated points at changesAddition of random or mutated points at changes
3030--min change found satisfactorymin change found satisfactory

3030--min changemin change
1515--min changemin change
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Dynamic EMO with DecisionDynamic EMO with Decision--MakingMaking
Needs a fast decisionNeeds a fast decision--makingmaking
Use an automatic procedure Use an automatic procedure 

Utility function, pseudoUtility function, pseudo--weight etc.weight etc.



CEC'07 Tutorial on EMO (K. Deb), 
Singapore (25 September, 2007)

130

Robust Optimization Robust Optimization 
Handling uncertainties in variables Handling uncertainties in variables 

Parameters are Parameters are uncertain uncertain 
and sensitiveand sensitive to to 
implementationimplementation

Tolerances in manufacturing
Material properties are 
uncertain
Loading is uncertain

Who wants a sensitive 
optimum solution?
Single-objective robust EAs
exist

Deb and GuptaDeb and Gupta
(EMO 2005)(EMO 2005)
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MultiMulti--Objective Robust SolutionsObjective Robust Solutions

Solutions are Solutions are 
averaged in           averaged in           
δδ--neighborhoodneighborhood
Not all ParetoNot all Pareto--
optimal points may optimal points may 
be robustbe robust
A is robust, but B is A is robust, but B is 
notnot
DecisionDecision--makers will makers will 
be interested in be interested in 
knowing robust part knowing robust part 
of the frontof the front

f_2

x_1

x_2

x_3

f_1

B

A

B

A

Objective
space

Decision space
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MultiMulti--Objective Robust Solutions of Objective Robust Solutions of 
Type I and IIType I and II

Similar to singleSimilar to single--objective robust objective robust 
solution of type Isolution of type I

Type IIType II
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Robust Frontier for Two Robust Frontier for Two 
ObjectivesObjectives

(δ=0.007)

η=0.4

η=0.5

η=0.6

η=0.7
Type I robust
front

Original front

 0
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 1

 1.5

 2

 2.5

 0  0.2  0.4  0.6  0.8  1

f
_
2

f_1

Identify robust regionIdentify robust region
Allows a control on desired robustnessAllows a control on desired robustness

δ=0.004
δ=0.005

δ=0.006

δ=0.007
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 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
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ReliabilityReliability--Based Optimization:Based Optimization:
Making designs safe against failuresMaking designs safe against failures

Minimize    Minimize    μμf f + k+ kσσff

Subject to  Subject to  Pr(gPr(gjj(x)(x)≥≥0) 0) ≥≥ ββjj

ββjj is useris user--suppliedsupplied

Deterministic Deterministic 
optimum is not optimum is not 
usually reliableusually reliable
Reliable solution is Reliable solution is 
an interior pointan interior point
Chance constraints Chance constraints 
with a given with a given 
reliabilityreliability

Deb et al. (EMO 2005)Deb et al. (EMO 2005)
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Statistical Procedure:Statistical Procedure:
Check if a solution is reliableCheck if a solution is reliable

PMA approachPMA approach RIA approachRIA approach
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Multiple Reliability Solutions:Multiple Reliability Solutions:
Get a better insightGet a better insight

fgffgf
RIA approach is usedRIA approach is used
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MultiMulti--Objective ReliabilityObjective Reliability--
Based OptimizationBased Optimization

Reliable fronts show rate of movementReliable fronts show rate of movement
What remains unchanged and what gets What remains unchanged and what gets 
changed!changed!
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Iter.1

Iter.2

Identify redundant Identify redundant 
objectivesobjectives
EMO+PCA in iterationsEMO+PCA in iterations

HandlingHandling
Many ObjectivesMany Objectives

1010--objectiveobjective
DTLZ5 problemDTLZ5 problem

Saxena and DebSaxena and Deb
(CEC(CEC--2006, 2006, 
EMOEMO--2007,2007,
CECCEC--2007)2007)
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EAsEAs with Theoretical Confidencewith Theoretical Confidence
(Deb et al., CEC 2007)(Deb et al., CEC 2007)

EA EA solution(ssolution(s) ) 
improved with local improved with local 
search (classical or search (classical or 
hillhill--climbing)climbing)
If derivative exists, If derivative exists, 
verify the solution to verify the solution to 
be a KKT pointbe a KKT point
For every point, For every point, 
calculate a norm calculate a norm 
stating extent of KKT stating extent of KKT 
condition satisfactioncondition satisfaction

∑ ∑
= =

∇+∇=∇
J

j

K

k
kkjjii hgfX

1 1
μμλ

Norm can be used as termination criteria Norm can be used as termination criteria 
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EMO and DecisionEMO and Decision--MakingMaking
Finding a PFinding a P--O set (using EMO) is half the storyO set (using EMO) is half the story
How to choose one solution (MCDM)How to choose one solution (MCDM)
First EMO, then MCDMFirst EMO, then MCDM
EMO+MCDM all alongEMO+MCDM all along

Use where multiple, repetitive applications are Use where multiple, repetitive applications are 
soughtsought
Use where, instead of a point, a tradeUse where, instead of a point, a trade--off region off region 
is soughtis sought
Use for finding points with specific properties Use for finding points with specific properties 
(nadir point, knee point, etc.)(nadir point, knee point, etc.)
Use for robust, reliable or other frontsUse for robust, reliable or other fronts

Use EMO for an idea of the front, then decisionUse EMO for an idea of the front, then decision--
making (Imaking (I--MODE)MODE)

More forthcoming through a Springer book in Early 2008, More forthcoming through a Springer book in Early 2008, 
derived from Dagstuhl seminars (2004, 2006)derived from Dagstuhl seminars (2004, 2006)
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Making Decisions:Making Decisions:
Current FocusCurrent Focus

Ranking based on Ranking based on 
closeness to each closeness to each 
reference point or a reference point or a 
reference directionreference direction

Deb and Sundar (GECCO 2006)Deb and Sundar (GECCO 2006)

Deb and KumarDeb and Kumar
(GECCO(GECCO--2007)2007)
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Finding Knee Solutions Finding Knee Solutions 
((BrankeBranke et al., 2004)et al., 2004)

Find only the knee or nearFind only the knee or near--knee solutions knee solutions 
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II--MODE Software Developed MODE Software Developed 
at at KanGALKanGAL

Deb and Chaudhuri,Deb and Chaudhuri,
EMOEMO--0707
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Example:Example:
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Conclusions of Part CConclusions of Part C

EMO is a fastEMO is a fast--growing field of growing field of 
research and applicationresearch and application
Practical applications and challenges Practical applications and challenges 
surfacingsurfacing
EMO+MCDM, EMO+Math optimizationEMO+MCDM, EMO+Math optimization
Commercial Commercial softwaressoftwares availableavailable

iSIGHTiSIGHT and and modeFrontiermodeFrontier

Computer codes freely downloadableComputer codes freely downloadable
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Regular EMO ActivitiesRegular EMO Activities
A dedicated twoA dedicated two--yearly yearly 
conference (EMO):conference (EMO):
EMOEMO--01 (Zurich), 01 (Zurich), 
EMOEMO--03 (Faro), 03 (Faro), 
EMOEMO--05 (05 (GuanajuatoGuanajuato), ), 
EMOEMO--07 (Sendai)07 (Sendai)
Next one in Next one in Nantes, FranceNantes, France
((EMOEMO--09) 09) 
Other major EA Other major EA 
conferences (EMO tracks)conferences (EMO tracks)
Special issues of journalsSpecial issues of journals
150+ PhD theses so far 150+ PhD theses so far 
since 1993since 1993

www.emo09.orgwww.emo09.org


