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Multi-deme Parallel Genetic Algorithm in
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Abstract—Intelligent search based techniques such as geneticsystem state, MCS will be quite time-consuming. To avoid
algorithm (GA) have been proposed to deal with reliability this difficulty, artificial intelligence based methods suab
evaluation of complex power systems recently. In this type fo jyia|ligent search has been proposed for reliability et

methods, the guided search is carried out on a population . .
scale trying to find all the dominant failure states, based on [2-8], and it has shown to be able to outperform MCS in some

which different reliability indices can be calculated accedingly. ~ Scenarios in terms of solution quality and computing cast. |
However, the process may be time-consuming when power flow this work, we will use a common intelligent search algorithm
analysis is involved in deciding the status of a system stat®@ termed Genetic Algorithm (GA) [9] for reliability analysisf

complex power systems such as composite systems. To speedymposite power systems, which include both generation and
up the computing process, parallel implementation of GA is o
transmission systems.

proposed in this study by using multi-deme based search, whe - ) . ) ) )

multiple subpopulations are distributed in different processors. ~ Parallel implementation of iterative algorithms is an effe

In this way, simultaneous search is achieved through paradl tive way to increase the computational efficiency [10]. Fitam

implementation. An IEEE reliability test system is used for mechanism, GA is a typical iterative computation procedure

simulation studies. It turns out that the proposed parallelmethod s ji is quite suitable for parallel computing. Variousaike!

Is effective in increasing the computing efficiency of GA wheit topologies can be used to partition the GA tasks. For instanc

is used for reliability evaluation of composite power systms. polog : p he ( ' _
Index T Genetic aldorith el i because the evaluation of each individual (system state) is
naex lerms—Genetc algorithnm, parallel computation, re- . :

liability evaluation, multi-deme parallelization, computational mdepend_ent of o_ne anot_her, GA c_:an_be parallelized based

efficiency, intelligent search, composite power system, b table. ON geénetic operations. This parallelization scheme hasetr

out to be quite effective in reliability evaluation of conygiie

power systems [7]. In this work, we will use a different paral

l. INTRODUCTION Ighzatlon sche_me to deal WIFh the problem. [nstead of.usmg

L _ . single population, here multiple sub-populations (mdé&me)

Due to uncertainties in electric power systems, probaltilis iy "he distributed into multiple processors for searchiog

reliability evaluatlon_ |s_t_>ecom|ng_more commonly used mmeaningful system states simultaneously. And the genetic

The methods for reliability analysis of electric power gyss exchange between different sub-populations will be intrei

can be broadly classified into analytical and computationg) 54 15 enhance the search efficiency in each processor.
methods. The former demands strict mathematical anaIyS|s,|_he remainder of the paper is organized as follows. Loss of

which usually circumvents exhaustive enumeration using OHgad state identification using DC flow analysis is introdiice

vices suc_h as state trungation, state merging’ and. i,mp”mtSection II. In Section lIll, the multi-deme parallel GA is
enumeration in order to improve the evaluation eﬁ'c'enc}ﬂiscussed. Section IV presents the inner working of GA-thase
Peliability evaluation for composite power systems indhed

In some way, the latter can be divided into Monte Carl
state representation, computing flow, and hash table béesed s

simulation (MCS) and Avrtificial Intelligence (Al) based iite
\éeforage. Simulation results are presented in Section \alllgjn

tive computations. MCS has turned out to be very effecti
in dealing with highly complex power systems through it?‘ne paper ends up with the conclusion and future research
flections.

random sampling mechanism. It treats the problem asg
series of experiments, and estimates reliability indicgs b
simulating the actual process using probability distiidmug

of state residence times. However, MCS may become less [I. LOSS OFLOAD IDENTIFICATION

.eﬁicientlwhen its convergence criterig are different tdilful _Loss of Load Probability (LOLP) may be the most com-
in certain evaluation scenarios. For instance, when MCS (i, used reliability index in current power industry piee.
used to deal with highly reliable systems, its efficiency mayherefore, this study will focus on the LOLP estimation
become low since a large number of system states need, i,y GA-based method. For this purpose, the loss of load
be sampled and evaluated. Especially, when a time-Consumif,yis of system states of interest should be identified. In
flow analysis is needed to determine the status of each sdmpleg investigation, DC flow analysis is used to identify loss
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Minimize: is carried out between two neighboring demes in a certain
direction. It is also possible that there are several visian
Zci (1.1) for each parallelization topology. For instance, the ntigra
between demes may be bi-directional.

Subiject to:
BO+G+C=D (11.2)
G < Gmer (1.3)
c<D (1.4)
bAG < Fpae (11.5) Direction of Migration
—bA§ < Frmar (11.6)
G,C>0 (1.7)
6 unrestricted (11.8)
where

Deme 4

Np: Number of buses;

N;: Number of transmission lines;

C': Ny-vector of bus load curtailments;

C;: i-th element ofC, i.e., unsatisfied demand at bijs Fig. 1. Ring topology of multi-deme parallel GA.

D: Ny-vector of bus demands;

G™**: Ny,-vector of available generation at buses;

Finee: Ni-vector of forward flow capacities of transmission The parallel GA based on multi-deme evolution is not only

lines; the parallelization implementation of traditional sedqign
Fmer: N-vector of reverse flow capacities of transmissio6A, it can also be regarded as a new class of GA. This is
lines; because in the parallel GA, speciation is allowed in mudtipl

G: Np-vector of dispatched generation at buses; populations, which is the process where different poporesti

0: Ny-vector of bus voltage angles; evolve towards different optimal solutions. This chardste

b: N; x N, primitive matrix of transmission line susceptancess very promising to increase the evaluation efficiency im ou
A: N, x N, element-node incidence matrix; problem. Here GA can be more appropriately seen as a scanner
B: N, x N, augmented node susceptance matsixi”bA. instead of a single-solution searcher, since its task isni fi

If the objective function in the above formulation is zeroput a set of meaningful states instead of a single optimal or
the power system state does not result in loss-of-load.df thub-optimal solution. When it is used for optimization, the
objective function is greater than zero, then the systeie stintermediate solutions found in the search process leaketo t

does constitute loss-of-load. final solution. Somehow different from this function, whersi
used as a scanning tool in our problem, all the eligible syste
I1l. M ULTI-DEME PARALLEL GA states found during the search contribute to the final soiuti

Parallel processing is a natural way to handi&hus, when GA is parallelized by multiple subpopulations

computationally-expensive problems. There are sevefl € scanning purpose, its search efficiency is expected t

parallelization topologies which may be used to partitioHe improved more significantly than that when it is used for

all the tasks for computation speedup [11]. For exampl@Ptimization tasks.
master-slave parallelization is based on the partitioneofegic Here is a bit concise conceptual comparison between dif-
operations. It uses only a single population, where fitnefrent parallel methods of reliability analysis from ther-pe
function evaluation and/or genetic operations are carriggective of their information communication mechanisms in
out in a parallel manner. Here, the generation processtlie sampling process. In the parallel Monte Carlo Simufatio
decoupled from the evaluation process in GA. Depending ¢MCS), the computing task in each slave processor is indepen
different operation strategies, this parallelizationesole can dently executed and there is no information communication
be implemented in synchronous or asynchronous mode. or exchange between them. This is also true for master-slave
On the contrary, the multiple-deme parallelization schenparallel GA. However, in the population partition scheme of
used in this study is based on patrtition of the entire pomrat parallel GA (i.e., multi-deme parallel GA), migration oper
where several subpopulations (demes) are distributed in mtions are conducted between some computing tasks in naultipl
tiple processors. There are several migration topologlastiw processors in order to improve the evaluation efficiencys Th
can be used to move (copy) individuals from one deme feature is especially useful for our problem, where GA is
another, such as ring, star, hypercube, 2D/3D mesh, ang.toused for scanning the state space. In the following simarati
Figures 1 shows the parallelization scheme of ringe topolowork, we will be focusing on this parallelization method by
used in this study. In this parallelization topology, mtiga comparing its performance with other topologies.



IV. MULTI-DEME GA BASED RELIABILITY EVALUATION
FOR COMPOSITEPOWER SYSTEMS

Intelligent search has shown its promise in dealing with
reliability evaluation of power generation systems [2-Bi.
this study, a commonly used intelligent search procedure
termed genetic algorithm will be used for reliability evation
of composite power systems, which include both generation
and transmission systems. The composite power systems are
much more complicated since the transmission topologids an
capability should also be considered to determine if loss of
load is caused. To determine the loss of load status of each
system state, a flow calculation is usually needed, which may
demand a significant computing load when the number of
system states under evaluation is large. In this section, we
will show how reliability evaluation can be accomplisheihgs
parallel GA for achieving higher computing efficiency.

A. State Representation

In GA, a population is made up of a set of chromosomes
(i.e., individuals). In this problem, each individual cae b
regarded as a system state. Note that the identical gererato
connecting to the same bus are put in the same group
the convenience of computation. For loss-of-load statatide
fication, a composite power system state can be charaderize®
by availability statuses of generators and transmissioesli
Thus, the system state is encoded by a set of binary numbers
as follows: *

X;=[Pa,....,Py,..., Py, TLi1,..., TLi,...,TLy]

(IV.9)
where Py, is the status of generatignfor statei, T'L;;, is the
status of transmission ling for stated, n is the number of
generators, antlis the number of transmission lines. Each bit
takes the value of “1” or “0": the former indicates an up statu

of a generator/line, and the latter represents a down status

B. Computational Flow

There are three stages inherent in any reliability evalu-
ation methods: state selection, state evaluation, andxinde
calculation. There is no exception in intelligent searckeuoh
reliability evaluation method. However, in this methode th
first two stages are somehow interwoven. GA is used to select
system states with high failure probability (i.e., domihan
failure states) based on its optimization mechanism. Ia thi
process, optimal power flow is carried out to determine the
loss of load status of each selected state, which is needed to
determine the fitness of each state. Those failure stateglof h
probability will have high chances to be selected in the GA
search process. The state selection is guided by the results
from state evaluation. In this way, both system state delect
and evaluation are needed to find dominant failure statedeein t
intelligent search process. Thus, the first two stages ¢anno
be explicitly separated since they interact with one arothe
throughout the search. All the derived eligible failuretata
are saved for the subsequent index calculation, which is the
third stage in reliability evaluation. The data-flow diagraf
this method is shown in Figure 2. The major steps of using this

method for reliability evaluation with regards to the mawim
load level is described in the following.

Initialization

Probability
Calculation

Fitness Evaluation 4— l

Duplicate Checking
in Hash Table

Save Meaningful
States in Hash
Table

N

o

Genetic Operations
( Selection, Crossover,
Mutation, Migration,
etc.)

Stopping
Criteria
Satisfied?

Stop GA in This
Processor

?& 2. Computational procedure of GA-based reliabilitalaation

Step 1: Create a population of individuals in a random
fashion. The states of generators and lines are initialized
by binary numbers.

Step 2: Evaluate each individualbased on the defined
objective function (probability of not satisfying load Wit
respect to the maximum load demahg,,.).

The objective function value of statecan be calculated
as follows:

— To reduce the number of load flow calculations, here
the probability of system state is calculated first:

gt
P = H Dj
j=1

wheregt is the total number of generators and trans-
mission lines. For the generatoys; can take one
of the following two values: ifj-th generator is up,
thenp; = 1 — FOR;, Otherwise, them; = FOR;.
FOR; is the forced outage rate (FOR) of generator
j. Likewise, the state of each transmission line can
also be included in the probability calculation based
on its availability. If the state probability is less than
the specified threshold (a small value below which
the corresponding states are neglected), it is assigned
a very small fitness value for reducing its chance of
participating in subsequent GA operations. This is
because it is a small-probability system state which
contributes very trivially to the reliability index no
matter it is a success or failure state.

— Query the hash table to determine if it is an existing
system state. If it is, a small value will be assigned
as its fitness.

— Determine the loss of load status for statevith
respect to the maximum load levél, .. using the
load flow procedure discussed in Section II.

(IV.10)



— If there is no load curtailment for the system statejsually a linear search is needed to scan the table from the
the fitness of its corresponding individual is assignéfitst record until any possible identical record is locatetich
a very small value in order to reduce its chance t@sults in the computational complexity 6f(n), wheren is
contribute to the next generation, since it represerttse number of records in the table. Furthermore, to compare
a success state. The probability of the failure siatetwo system states, some extra calculations are needed. This
can be calculated using (IV.10). kind of linear search is usually not time-efficient when the
— Calculate the number of equivalent states of th@able size becomes large. For instance, for a system state
evaluated failure state, which can be obtained which has never been selected and evaluated, the entiee tabl
through the permutations in each group: needs to be scanned to determine its uniqueness. In thig stud
G G G since extensive interactions are involved, a storage tatile
Copy; = [ A" 7). 4" ) (IV11)  high lookup efficiency will greatly improve the computin
PYi <Ol) (O> <O ) g : p y g y p p g
I " efficiency. Thus, to speed up the lookup process, hash table
where O; is the number of “ones” in group of [12, 13]is used to store the dominant failure states fourtd ou

Iength G- . . _ by the parallel GA. Hash table boosts the search efficiency to
— The fitness of the failure state is defined as O(1), which means that the search effort for a specific record
Fit; = Copy; % P, (IV.12) is constant. Namely, the lookup is not or only affected very

trivially by the table size. Hash function is used to map the
This is the objective function to be maximized bykeys (system states) to a unique index (usually an integer) i
GA, which is the total loss of load probability of themost situations. Although there are still small chancestier
system state and its equivalents. We can see thatdiscurrence of collisions when two different keys are mapped
value is determined by the state of each generatoto the same index, the hash table provides various mechanism
— Save information on the failure states as a record to avoid and resolve this kind of undesirable collisionsides
the hash table with high lookup efficiency, whoseo ensure each key only corresponds to a single record in the
inner working will be detailed in the following table. The adoption of hash table is a useful way to render
subsection. Besides each generator status, the stottesl record search highly immune to the increasing table size
information includes?;, Fit;, andCopy;, which will  during the system-state search process.
be used in calculating reliability indices. Extensive table operations are needed in the proposed par-
— Repeat the above procedure for the remaining igjje| implementation since the table should contain allinigs
dividuals until all of them are evaluated. Beforesystem states. They are not a one-time query, instead, teey a
each evaluation, the individual under consideratiogbntinuous interactions. Each time before the procesaotsst
will be checked to ensure it is neither identical nogyaluating a system state, it needs to look up the shared tabl
equivalent to any previously evaluated ones. If it is g ensure that it is not a previously evaluated one. This is so
previously evaluated state, its fitness will be assigneghne that unnecessary load flow analysis can be avoided for
a very small number so as to eliminate it as quickljheligible and duplicate system states.
as possible in the following optimization operations.
Step 3: Increase the iteration number by one.
Step 4: Check if any stopping criterion is met. If it is,
halt the algorithm; otherwise, proceed to the next step.

Step 5: Different _GA operators are applied for producing 1. |EEE Reliability Test System (RTS) [14] was chosen
the next generation, .and then r(.apeat.thet prpcedure fr%ntest the proposed method. It has 24 buses (10 generation
Step 2 to S.tep 4,“”“' the StOPp'”Q criterion Is met. ;565 and 17 load buses), 38 lines and 32 units. The system
Step 6: Wait until GA execution in each processor hag, ,a| peak load is 2850 MW and the total installed genagatin

ended.. o capacity is 3405 MW. Its one-line diagram is shown in Figure
Step 7: Calculate the reliability index LOLP based on the "¢ generation data including generator sizes, numbers,

achieved state array, which is stored in the hash tabletypes, and forced outage rate (FOR) are given in Table I.

V. SIMULATION STUDIES

FS
LOLP = Z Copy; x P; (IV.13) TABLE |
i=1 GENERATING UNIT DATA.
where F'S is the number of failure states found out by Unit Size (MW) & Number  Unit Type  Unit FOR
the GA. 12 (5) Oll 0.02
20 (4) oil 0.10
) 50 (6) Hydro 0.01
C. Hash Table Based State Storage and Retrieval 76 (4) Coal 0.02
In the proposed method, the derived dominant failure states igg 83 (?Ollal %‘%‘L
are stored in a table, whose size keeps becoming larger as 197 (3) oil 0.05
the search goes on. Each time when a new system state is 350 (1) Coal 0.08
400 (2) Nuclear 0.12

evaluated, first it is compared with the existing systemestat
to see if it has been selected and evaluated. In doing so,



TABLE Il
SIMULATION RESULTSUSING 3 PROCESSORS

BUS 17

Multi-deme GA  Master/slave GA  Parallel MCS
LOLP 0.1471 0.1469 0.1476
Tp(sec) 632.74 723.7 1011.8
©—_|i Sp 2.23 1.95 1.93
BUST6 e np (%) 74.33 65.00 64.33
TABLE Il
SIMULATION RESULTSUSING 7 PROCESSORS
Multi-deme GA  Master/slave GA  Parallel MCS
LOLP 0.1473 0.1472 0.1467
Tp(sec) 235.95 244.15 337.27
Sp 5.98 5.78 5.79
np (%) 85.43 82.57 82.71

and efficiencyn,. As the major parallelization involved in
the latter two parallel algorithms is the distribution o&tet
evaluation tasks among multiple processors [7], theirltesu
are quite comparable. Furthermore, we find that the multi-
deme GA consumes the least time, and the solution quality is
also somewhat higher since more failure states are found. It
should be noted there is a master processor in the master/sla
GA and MCS methods which does not conduct sampling,

In this section, we will report some simulation resultgut there is no such a coordinating processor in the multi-
obtained from a couple of topologies in the multiple-demgeme GA. This is also one of the reasons why the multi-deme
parallelization method. The total execution time for th@-sy GA exhibits higher sampling efficiency than the mastersslav
chronous parallel prograffj, includes four segments: paralleltopologies.
time, serial time, synchronization time, and communicatio
time [15]. The parallel time is the time period when all the . )
processors are executing tasks. Serial time refers to e tiB. Some Discussions
used to execute the tasks which cannot be parallelized. Thén this study, the role of GA is somehow different from
synchronization time is that used to wait for other procesgn that when it is used for function optimization. As a resuig t
finish the tasks. The communication time is used to exchan@é versions of high convergence performance are not seitabl
information between processors. Usually the performarice anymore since it may avoid some non-optimal meaningful
a parallel program can be measured by speedypand states. There is a tradeoff between the number of systeasstat
efficiencyn,, which are defined as follows: sought and search time in this state scanning problem. For th

purpose, diversity preservation should be ensured duhiag t
Sp =Ts/Tp search process in order to find out as many dominant failure
ny = S,/ P state_s as possible ir_‘] an efficien_t manner. Besides the Halsh ta
P P that is used to punish the duplicate states, there are dtdeas
whereT, is the total time needed to execute its correspondisguple of other possible ways for enhancing the state dtyers
serial program, and is the total number of processors.  in the search process.

A modified GA [3] is used for the simulation studies. The « Niching and fitness sharing: The selection pressure in
crossover rate is 0.85, mutation rate is 0.05, migratioa it GA may lead to a population made almost entirely of
0.1, and deme size is 60. The program stops in each processor replicas of the best individuals found so far. As long
when no new failure states can be searched out for ten as the optimization continues, more mutants of the best
consecutive iterations. The parallel program is implermént individuals will be created. From the inner working of
in a 64-processor system with distributed-shared-mernddry. niching and fitness sharing [17], the impact of genetic
memory is physically distributed, which can be accessed shift can be reduced or even eliminated since the shared
by all processors as a single shared address space. In the fitness of the replicas is reduced when their number

Fig. 3. One-line diagram of the IEEE Reliability Test SystéRTS).

A. Simulation Results

(V.14)
(V.15)

parallel implementation, message passing interface (jA8l)

increases. In doing so, other individuals with lower raw

is used as the communication protocol. Here some simulation fitness or belonging to less populated niches will have

results based on multi-deme parallel GA of ring topology,

master/slave parallel GA, and parallel MCS utilizing diéfet
numbers of processors are listed from Table Il to IV.

higher chances to compete for selection and reproduction.
« Different objective functions: From the mechanism of
GA, the search is guided by the specified objective

From the simulation results, we can see that the performance functions. Thus, the change of objective function will

of multi-deme parallel GA is comparable to or better than
other two parallelization topologies in terms of speedgp

have a direct impact on the search trajectory. Here we
defined the loss of load probability as the objective



TABLE IV
SIMULATION RESULTSUSING 15 PROCESSORS [4]
Multi-deme GA  Master/slave GA  Parallel MCS
LOLP 0.1475 0.1475 0.1484
T, (sec) 117.19 118.09 164.10 (3]
Sp 12.04 11.95 11.90
1p (%) 80.27 79.67 79.33

(6]

function attempting to find out the dominant failure states
which contribute most significantly to the system LOLE;
This has turned out to be an effective definition of
objective function in this problem. However, it is possible
that there are alternative ways to define the objectiyg
function. Especially when other reliability indices need t

be calculated, this may not be the only effective objectivg
function that can be stipulated. For instance, when t
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expected unserved energy needs to be computed,[10] Bahi, J. M., Contassot-Vivier, S., and Couturier, ROG8). Parallel

some processors the objective function may be defined
as the unserved energy of each system state. In dojag

Iterative Algorithms: From Sequential to Grid Computirigoca Raton:
Chapman & Hall/CRC Press.
Cantu-Paz, E. (2000)fficient and Accurate Parallel Genetic Algo-

so, the system states leading to high unserved energyrithms Boston: Kluwer Academic Publishers.
of relatively low probability will have higher chances[12] Hash table, Available online: http://en.wikipediegtwiki/Hash table.

to be found out by the search algorithm. Furthermorg,?’]

bi-objective optimization procedure can also be used to
instance, in [8] two objective functions are defined i

terms of loss of load probability and unserved energy of
each system state.

enhance the diversity of the solutions found out. Fih]

VI. CONCLUSIONS ANDFUTURE WORK

Booker, G., Sprintson, A., Singh, C., and Guikema, $08). Efficient
availability evaluation for transport backbone network8roceedings of
12th Conference on Optical Network Design and Modeliidanovaila
Geltru, Spain, March 2008.

IEEE Committee Report (1979). IEEE reliability testssgm, IEEE
Transactions on Power Apparatus and Syste¥m. PAS-98, No. 6, pp.
2047-2054.

[15] Gubbala, N. and C. Singh (1995). Models and considmmatior parallel

implementation of Monte Carlo simulation methods for powsgstem
reliability evaluation,|EEE Trans. on Power Systemél. 10, No. 2, pp.
779787, May 1995.

[16] Snir, M., Otto, S., Huss-Lederman, S., Walker, D., andnBarra, J.

Reliability evaluation for composite power systems may be

time-consuming when the number of system states is lar

(1998).MPI-The Complete Referenceol. 1, The MPI Core, Cambridge,
MA: The MIT Press.
Della Cioppa, A., De Stefano, C., and Marcelli, A. (200®n the role

since power flow analysis is involved in deciding the status of population size and niche radius in fitness sharlBgE Transactions
of each sampled system state. In this work, parallelization on Evolutionary Computatigriol. 8, No. 6, pp. 580-592.

implementation of genetic algorithm based on multiple sub-

populations is used for reliability evaluation to expedite

computing process. For each sub-population, the dominant
failure states are sought out by the search algorithm, which
can later be used for estimating the system’s loss of load

probability. Some measures such as hash tagging are taken

for diversity preservation during the search of these stats

compared with its sequential counterpart, the parallehoubt
has turned out to be effective in improving the computing

efficiency and solution quality. One future research diogcis

to figure out other schemes in order to find out the meaningful
system states in a more efficient fashion, which may involve

using other objective functions. Meanwhile, the explanatf
other parallelization topologies is also worthwhile siitamay
lead to even higher computational efficiency.
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