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Abstract—Area partitioning that splits a power network into 

self-sufficient islands is an emergency control to stop the 

propagation of disturbances and avoid cascading failures. This 

paper provides a survey of the state-of-the-art of power system 

islanding techniques and proposes the application of a multilevel 

graph area partitioning algorithm that are applicable to very large 

power grids. As an emergency control, network partitioning 

enhances the capability of a power system to withstand extreme 

and vulnerable operating conditions. The proposed algorithm has 

been simulated on two test systems, one with 200 buses and the 

other with 22,000 buses. The results indicate that  the proposed 

algorithm is highly efficient. 

 
Index Terms—Emergency control, Power system islanding, 

Multilevel graph partitioning, Cascading events 

 

I. INTRODUCTION 

n analysis of recent large scale blackouts in North 

America, Europe, and other countries shows that following 

the initiating contingencies, cascaded events may occur, leading 

to catastrophic power outages. It is important to take proper 

remedial actions to alleviate the vulnerable operating conditions 

in a power system in order to avoid a catastrophic outage. 

Reconfiguration can be viewed as an emergency control against 

cascading events. In anticipation of a worsening operation 

condition, the power network can be partitioned into two or 

more subsystems. When a major problem occurs in a subsystem, 

the remaining systems can still operate in an acceptable 

condition. Such a network reconfiguration strategy can enhance 

the capability of a system to “absorb the shock” and avoid 

catastrophic failures. 

A partitioning algorithm is proposed in [1]. An automatic 

islanding approach that determines the islands from the 

identified slowly varying coherent groups of generators is 

reported in [2]. A partition strategy using minimal cut sets with 

minimum net flow is proposed in [3]. A graph theory-based 

islanding approach that combines the slow-coherency-based 

generator grouping algorithm is given in [4]. A framework for a 

centralized and proactive controlled islanding strategy can be 

found in [5]. A three-phase method utilizing ordered binary 

decision diagrams (OBDDs) to find proper islanding strategies 
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is proposed in [6].  

An important objective in partitioning a power network is to 

identify optimal cut sets of the sub-networks while the electrical 

interdependency between sub-networks and the power 

imbalance within sub-networks are minimized. By graph theory, 

this task involves partitioning of a weighted graph into several 

smaller graphs with evenly distributed weights and minimized 

edgecut. Since a power network can be viewed as a weighted 

graph with buses and transmission lines being vertices and 

edges, respectively, reconfiguration can be formulated as a 

graph partitioning problem. Several graph partitioning-based 

system islanding approaches have been proposed [6-9]. Most 

graph-theoretic islanding approaches involve a graph 

simplification stage for a large scale power system in order to 

reduce the computational complexity. However, the 

simplification process also leads to a loss of useful information, 

further reducing the accuracy of partitioning. 

In this paper, a highly efficient area partitioning algorithm is 

proposed which is inspired by the multilevel partitioning 

technique from the VLSI field. With the proposed area 

partitioning algorithm, two islands of a 22,000 bus power 

system can be identified in 0.1s without simplification of the 

power network. The fast computational speed of the proposed 

algorithm makes it feasible to determine the partitioning 

strategy and identify the new network configuration in a 

real-time environment.  A conceptual architecture for the 

proposed area partitioning algorithm is also proposed.   

The organization of this paper is as follows: Section II 

provides an overview of the multilevel graph partitioning 

algorithm, the proposed graph theoretic area partitioning 

scheme, and the architecture of the proposed control system. 

Section III gives the simulation results using a 200-bus and a 

22,000 bus power system model. Section IV provides the 

conclusion and a discussion of the future work. 

 

II. GRAPH THEORY BASED AREA PARTITIONING 

A. Multilevel Graph Partitioning  

The graph partitioning problem is known to be NP-complete 

and it has many applications in scientific and engineering areas. 

Many graph partitioning algorithms have been developed. 

However, some of the algorithms are expensive for large graphs 

in terms of CPU time . The multilevel graph partitioning scheme 

[11] is the state-of-the-art technique that significantly reduces 

the computation time while generating high quality partitions. 
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The multilevel partitioning scheme does not partition the 

original graph directly. Rather, it first reduces the size of graph 

through a number of levels by collapsing vertices and edges. 

Then, the condensed graph is partitioned. Finally, a procedure is 

used to propagate and refine the solution through successive 

levels to the original graph.  

Consider a weighted graph G0 = (V0, E0).  The three stages of 

a multilevel partitioning scheme, as shown in Fig.1, are 

summarized here.  

 

1. Coarsening Phase. The initial graph G0 is transformed into a 

sequence of smaller graphs G1, G2… Gk such that |V0| >|V1| > 

|V2| > … > |Vk|. A simple way to obtain the coarse graph is to 

group the vertices of the graph into disjoint clusters and collapse 

the vertices of each cluster into a single vertex.  

2. Partitioning Phase. A partition Pk of the coarsest graph Gk = 

(Vk, Ek) that minimizes the edge cut and satisfies the balancing 

constraints is computed. Since the size of coarsest graph Gk is 

small, various partition algorithms, e.g., recursive bisection, can 

be used to obtain the partition Pk. 

3. Uncoarsening and Refinement Phase. The partition Pk of 

the graph Gk is successively projected back to the original graph 

G0 by going through intermediate graphs Gk-1, Gk-2… G1, G0. At 

each step of the uncoarsening phase, the partition is further 

refined to reduce the cut set and improve the quality of solution. 

 

B. Graph Theory Based Area Partitioning 

Based on the multilevel graph partitioning scheme discussed 

above, an efficient power network area partitioning algorithm is 

developed. The proposed algorithm involves two stages. 

At the first stage, the network is modeled as an edge- 

weighted graph. Each bus of the power network is a vertex of 

the graph, each transmission line on the one-line diagram is an 

edge. The weight of an edge is the absolute value of the MW 

power flow on the transmission line. The basic graph structure 

of the power network can be constructed off-line. The final 

graph can be further updated with information of the topological 

changes and weights for the edges. Since line flows resulting 

from contingency analysis are used to determine the islanding 

configuration, the proposed area partitioning algorithm has the 

ability to determine the next configuration based on 

vulnerability considerations.  

At the second stage, a multilevel recursive bisection 

algorithm is used to partition the weighted graph into several 

isolated areas. In this stage, a circuit partitioning tool, pMETIS 

that implements a multilevel recursive bisection algorithm is 

utilized [12]. pMETIS is a professional graph partitioning 

software tool that has been widely used in VLSI design and  its 

performance in terms of the cut size and computational time is 

excellent. As an example, it is capable of partitioning a graph 

with 15,606 vertices and 45,878 edges into 256 subareas with 

minimum cut set in 3.13 second on a PC [12].  With the fast 

computational speed, the proposed area partitioning algorithm 

has the potential to compute the system islanding configuration 

on-line.   

The optimal number k of isolated areas is selected from 

several area partitioning scenarios ranging from two isolated 

areas to k
max 

isolated areas, where k
max

 is the largest acceptable 

number of isolated areas that a system can be divided into. The 

optimal k area partitioning is the one with minimum loss of load 

among all acceptable partitions. If load shedding is combined 

with this area partitioning algorithm, the optimal k area 

partitioning minimizes load shedding compared to all other 

acceptable partitions. 

 

C. Controlled Islanding Architecture 

The controlled islanding actions can be initiated by a special 

protection system (SPS). A conceptual relaying system for 

controlled islanding is illustrated in Fig. 2.  

This system consists of one central control unit (CCU) and 

several substation control units (SCUs). CCU acquires system 

data such as topology and power flows from SCUs and 

generates the system separation strategy using the proposed area 

partitioning algorithm. Power flow data can be obtained from 

on-line Energy Management Systems (EMSs). SCUs receive 

the system separation command from CCU and send the breaker 

opening signals to specific auxiliary relays. These relays then 

send the tripping signals to the appropriate circuit breakers. To 

ensure reliable and fast information transfer between CCU and 

SCUs, a dedicated communication network, such as a 

synchronous optical network (SONET), would be needed.  

 

D. Emergency Control with Area Partitioning 

The proposed partitioning scheme consists of a controlled 
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islanding scheme and a load shedding scheme. After the system 

is separated into islands, load rich or generation rich islands 

may exist. At a generation rich island, if the system frequency 

violates the operating constraint, the excess generation can be 

removed by a rapid response of the speed governor or generator 

tripping. At a load rich island, load shedding is required to avoid 

a frequency decline caused by generation shortage [10].  

In response to the disturbance, the optimal configuration and 

the corresponding boundaries for the islands will be determined 

by the proposed graph theoretic area partitioning algorithm. If a 

load rich island exists in the new configuration, a power flow 

study on the islanding configuration can be used to determine 

the amount of load to shed.  

The procedure shown in Fig. 3 demonstrates how the 

proposed configuration control system can help to absorb a 

shock, block the propagation of disturbances, and avoid a 

catastrophic failure. Assume the system is initially operating in 

a normal state. When a major problem occurs in the system, a 

cascading sequence of events including line tripping, 

overloading of other lines, protection system malfunctions, and 

generator tripping events might be triggered. If it is triggered, 

the system may enter a vulnerable state. If the controlled 

islanding strategy along with load shedding is applied according 

to the real time vulnerability assessment result, the impact of 

disturbances can be isolated to within one island and the 

remaining system will survive the shock without losing too 

much load. 

 

III. SIMULATION RESULTS 

A. Simulation with a 200-bus System 

In order to evaluate the performance of the proposed power 

network partitioning algorithm, a cascading scenario is created 

on a 200-bus test system, which is shown in Fig. 4. This test 

system is a variation of the simplified model of the western 

interconnection in North America. The system is operating 

under a peak load condition with a total generation of 64,410.4 

MW, 16,597.6 MVar, and a total load of 63,510.41MW and  

15,893.25 MVar. The simulation is based on PSS/E power flow 

solutions and PSS/E time-domain simulation results. The 

sequence of cascading events is as follows, 

1) At t=0 second, three transmission lines are out-of-service. 

2) At t=60 second, line 72-197 is de-energized due to the line 

fault. 

3) At t=120 second, line 78-196 is de-energized due to the line 

fault. Generator G70 at bus 70 become overloaded. 

4) At t=240 second, generator G70 is tripped by 

over-excitation protection. 

 
In this cascading scenario, successive tripping of the lines 

leads to power flow rerouting and overloads. After the tripping 

of generator G70, power swings become poorly damped. At 

about 260 second, the power system collapses. Bus voltages at 

20 load buses during this cascading process are given in Fig. 5. 

In order to prevent the impending blackout, the system is 

separated into two areas, i.e., North Island and South Island, 

using the proposed area partitioning algorithm. System 

islanding is initiated at 1s after the tripping of generator G70. 

157

113

35

34

33

32

31

79

30

66 65

184

75

70

77
82

95
91

92

93

94

96

97

98

168

169

170

171

114

172

173

111

120

121

122

123

124

125

115

119

100

101

105106

117

116

132

133

134

104

118

108

102

107

110

89

90

88

87
180 81 99 84

156

161162

85

36 186
187

183

188

189

ß 21

6

11

18

5

17

8 9

10
3

2 4

72914

24

16 15

25

19

23

22

193194

139

13

21

20

2627

148147

195

163

158 159167 155 165

164

166

16045 44

64

63

37

38

178176

179177

145

154

146

144

151

142

152
143

137

150

149

40

46 4839

59

60

55

42
58

43

50

57 54 51 53

52

41

56

140

500kV

345-360kV

230-287kV

109

112

11-22kV

103

12

138

28

49

47

135

126

127

128

129

130

131

141

175

174

62

67

72

198

200

199

80

71

74

196

197
78

69 76

182

181

73

185

68
86

83
190

191

192

136

153

61

North Island

South Island

 
Fig. 4.  200-bus system 

Load 

Shedding

Shock

Controlled 

Islanding

System returns to the 

normal state

Vulnerability assessment

System is operating in the 

emergency state

System is operating in a 

normal state

 
Fig. 3.  Emergency control procedure 
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The edge cut set and generation-load condition is shown in 

Table I. The two islands are shown in Fig.4, the dotted line is the 

boundary of the two islands.  

 

 
 

 
 

As shown in Table I, the optimal islanding strategy results in 

generation and load balance in both islands. All loads in the 

system are served. The load shedding scheme is not necessary.  

The islanding strategy successfully prevents a voltage collapse 

of the system. Fig.6 and Fig.7 show bus voltages with and 

without islanding at two representative buses, bus 71 at North 

Island and bus 143 at South Island. The bus voltage at bus 71 is 

stabilized at 0.96 pu after islanding, and the bus voltage at bus 

143 is stabilized at 1.01 pu after islanding. This example 

demonstrates that the proposed power network islanding 

strategy enhances the grid’s shock absorption capability.  

 

B. Simulation with a 22,000-bus System 

In order to evaluate the computational efficiency of the 

developed area partitioning algorithm, it is also tested with a 

22,000 bus system. After converting this power network into a 

weighted graph, 22,000 vertices and 32,749 edges are obtained. 

To partition this graph into 2, 3, 4 islands, the computation time 

based on 2 GHz Pentium CPU and 1GB RAM is 0.07s, 0.081s 

and 0.09s, respectively. The number of edge cuts is 299, 312 

and 500 for islands 2, 3 and 4. The computational speed of the 

proposed algorithm is expected to meet the real time 

requirement. Further study is being conducted to perform a 

comprehensive evaluation of the algorithm for large 

interconnected power systems.  

 

 
 

IV. CONCLUSION 

Controlled separation of the power network is an emergency 

measure that involves partitioning of the power network into 

self-sufficient islands. The proposed area partitioning algorithm 

can be combined with a load shedding scheme to achieve a 

“smart grid” technology that enhances the robustness of the  

system and minimizes the impact of cascading events. There are 

important issues that need to be addressed in the future:  

 More detailed simulations including dynamic simulations 

should be conducted on very large systems, such as the 

22,000 bus system to validate the proposed algorithm. 

 Since the boundaries identified by the proposed area 

partitioning algorithm are not always identical with 

company boundaries, the partition needs to take into 

account practical considerations.   

 More work is needed to determine the wide-area protection 

and control system needed for implementation of the 

proposed method.   
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Fig. 7.  Load bus voltage at bus143 at South Island  
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Fig. 6.  Load bus voltage at bus71 at North Island  

 

 

TABLE I 

CUT SET AND GENERATION-LOAD CONDITION 

Cut Set Load-Generation (MW) 

Bus 174-175, 176-177, 178-179, 

155-156, 155-167, 188-189(1,2) 

North: Gen=37,862, 

Load=37,104 

South: Gen=24,517, 

Load=23,794 

 

There are two transmission lines between bus 188 and bus 189. 
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