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~Abstract—In this paper information provided by a synchro- each of the critical operating conditions, is used in a gain-
nized phasor measurements system is used to identify the eme schedule control scheme. The performance of the proposed

gence of low damped oscillation, to select control parameteand a1 js evaluated for a multimachine power system.
to provide input signals to the controllers. Prony analysisis used

for the oscillation modes identification. A gain-schedule antrol
allows the selection of the parameters of a central contradr
according to the identified modes and mode shapes. The contro Il. THE CONTROL SCHEME
parameters for selected operating points are determined by

nonconvex, nonsmooth optimization method. . . .
Power system control for damping electromechanical oscil-

Index Terms—Small-signal stability, System identification, |ations are currently based on decentralized controllés,
S;'.n'SChedme control, Phasor measurements, Power systaron- e system stabilizers, placed at the generators. Thigrdes
of these controllers is carried out for typical operatingn®
and system topology. The experience of several decades has
. INTRODUCTION shown that PSSs designed by classical control methods tend

. _ to be robust. However, several unusual conditions may lead t
Power system are subject to oscillations that emerge 1By damped oscillation or even to instability

;everal operating conditions n which the generators damp_The strive for a high degree of reliability for modern power
ings are small or even negative. The use of power system

stabilizers has been an efficient and widely employed mmisystems has led to the consideration of control methods that

to damp out those oscillations. However, restrictions oa tﬁake into account changes in the system operating point as a

o . . result of load variation and changes in the system topology.
transmission network expansion, due to environmentaleanc

and economic constraints, the constant load increase «Azui)upFlmbuSt and adaptive control have been considered for the

with the demands imposed by the deregulation of the electdes'gn of power system stabilizers [7], [8], [9], [10], [11]

industry in many countries have led to a more intensi 2l . .
use of the existing transmission facilities. This may lead t |"'© SPreading use of synchronized phasor measurements,

reduced stability margins. Better control schemes incigdi '@ made available information that can be used as a com-

new technologies can help to keep secure stability margmsqlemept to the current control structure used by the ingustr
this new scenario. especially when the system performance may degrade as a
The development of phasor measurement systems [1] figgult of unusual operating COI’]dItI.OFIS.. )
made available a promising technology, already in use for TN€ control scheme proposed in this work is based on a
monitoring, and with the capability of improving the curtend@in-schedule adaptive control, using the identified woh
control schemes or allowing the implementation of new arfjodes and mode shapes as indication of the system operating
more complex control structures. A considerable researBRiNt. A centralized control is employed and its parameters
effort has been done to develop methods for on-line idenfif® Switched according to the detected operating point.
fication of oscillation modes and their associated damping, The monitoring of the electromechanical oscillationsao
using phasor measurements [2], [3], [4], [5], [6]. the detection of the onset of low damped oscillations, and
In this paper, the real-time identification of low-dampeéherefore of critical operating points, and an estimatifthe
oscillation modes is used for power system control. TH&/stem eigenvectors. The dominant eigenvalues assodted
identification method is based on the Prony analysis. TK&éctromechanical modes and the corresponding mode shapes
mode shapes are also estimated from the synchronized ph&i¢g an indication of the current operating point. The con-
measurement system. Several power system critical opgratirollers are designed for selected operating point for Whic
conditions are detected from the dominant eigenvalues af@ system performance tend to deteriorate.
mode shapes. A centralized controller, with several patame It is assumed that phasor measurement units are available at
sets designed in order to optimize the system performance foe terminal bus of each generator. The information acquire

through these PMUs can be used either for identification or
The authors are with the Department of Electrical EngimegriFed- control.
eral University of Santa Catarina, Florianopolis, SC, #lra (e-mail: . . e A
prioste@labspot.ufsc.br; aguinald@labspot.ufsc.bekele@labplan.ufsc.br). In the next two sections the identification of the oscillatio
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I1l. | DENTIFICATION OF CRITICAL OPERATING For a system of:, generators, let
CONDITIONS Vg,

Several methods have been developed for the identifica- Vgs
tion of power system oscillation modes. Prony analysis,[13] :
Hilbert transform [2], Kalman filtering [14], wavelets [18}e
among those methods. In this work, the multisignal Pro .
method is used for the identification of the oscillation mmderye the vector obtained fro

Vin,

m the eigenvector corresponding
to the eigenvalue\, associated to an oscillation mode, by
considering the entries that correspond to generatorralatt

A. Multisignal Prony method power.

The identification of the oscillation modes is carried out L€t ¥ be the entries corresponding to the mode shapes cal-
systems in several works. The operating condition is determined on-line comparing

The Prony method allows the determination of the residuli® calculated and the identified critical eigenvalue ané-me
of a signalz(t) as given by Eq. (1) suring the Mode Shape Index (MSI) defined as:

n n

x(t) = Zvi(w;xo)ekit = ZRz‘xo@Aq’t 1) VST — 1 i Vo Vo, TV Vg
=1 =1 oy P 2vl vy,

The critical condition is detected if the identified critica

igenvalue is close to the calculated one and if

where \;, v; andw; are the eigenvalues, right eigenvectors,
and left eigenvectors, respectively.

The accuracy of the mode estimates in Prony method oft€
results in conflicting frequency and damping estimates beea |MSI—1] <e
the method assumes that the system is single output, sdssignawheree is a small constant.
are analyzed individually. The multisignal Prony metho6][1

an extension qf Prony analysis, al_lows_, multiple signals to IV. CONTROL STRUCTURE
be analyzed simultaneously resulting in one set of mode N )
estimates. Power system stabilizers are designed for several oper-

The Prony method requires that the order of the model B8N conditions. Although they tend to be robust, several
specified. High order models can lead to a large computi@gerating conditions may be very demanding, resulting in

time while low order models can lead to imprecision in théOW System damping. A centralized control based on the use
identification of the oscillation modes. of synchronized phasor measurement could add additional

damping to the conventional control scheme currently used
o in the industry [19]. The central control uses informatidn o

B. Estimation of mode shapes the synchronized phasor measurement system and generates

Several works have presented methods for the estimatioontrol signals transmitted to the generators.
of mode shapes, from measurements acquired by the synchro-
nized phasor measurement system. In [17] and [3], spectral Central
measurements are used to estimate the mode shapes. Ire[2], th controller
empirical mode decomposition is used to provide estimates o
time dependent mode shapes. In [5], the eigenvector assdcia

to a low damped oscillation mode is estimated by Fourier I
analysis. Power
In this work, the real power signals at the generator termi- system

nals were used to estimate the electrical power mode shapes
associated to the low damped oscillation mode. The sigmals a
acquired by the PMUS at the terminal bus of each generator.
The application of the multisignal Prony method allows the
determination of the residues of each signal corresponiding
the low damped oscillation mode. These residues provide A -
estimation of the electrical power mode shapes.

Centralized control structure

Transmission delays from the PMUS to the central con-
o . ] troller and from the central controller to the generatorssimu
C. Identification of the operating point be considered. The modelling of these delays are described
In [18] it is shown that the system configuration andh [19].
operating conditions determine mode shape patterns inta tedn this paper, sets of parameters for the central controller
system. This is difficult to generalize, but the comparisbn @re determined to implement a gain-schedule control scheme
the calculated and identified dominant eigenvalues agsaciaThe parameters for each operating point are determinedjusin
to electromechanical oscillations and the mode shapesiean ghe approach presented in [20] and summarized in the next
an indication of critical operating conditions. section.



A. Control design parameters for each operating point are designed using non-
convex, non-smooth optimization.

Consider a linear system given b
. Y J Y In [21], a first-order optimization method based on gradient

X = Ax+Biw+Bu 2) sampling was proposed. A detailed presentation of this atkth
z = Cix+Dpw+Dizu (3) is found in [21], [22], [23].
y = Cyx+Dyw+Dau (4) In [24], the gradient sampling was combined with two

wherex € %", u € R, u is the control inputy € ®? is optimization methods, a quasi-Newton and a local bundle
the control output (sensor; is the performance input signalalgorithms leading to a hybrid algorithm. This algorithmsha
and z is the performance output signal. For simplicity, it ighree steps:

assumed that the feedthrough matidg, = 0. 1) a quasi-Newton (BGFS) algorithm provides a fast way
The controller is given by to approximate a local minimizer
X, = A.x.+B.u. (5) 2) a local bundle phase attempts to verify local optimality
ye = C.x.+D.u, (6) for the best point found by the BFGS

3) the sampling gradient refines the approximation of the

the vector of stabilizing signalsye € %™ is the vector of local minimizer in case the local bundle does not suc-

controller outputs. ceed_ ) o )
The closed-loop system, wity = 0, can be represented The hybrid algorithm is implemented in the Matlab package
by: HIFOO, a freely available software [24], [25]. This softwar

[ % ] [A 0} { < ] was used to design the central controller for several opeyat
~10 o0

wherex. € R" is the controller state vecton. € RP is

%, %, conditions.

+ BQ 0 DC CC CQ 0 X (7)
0 I B. A, 0 I X, B. The control algorithm

Defining the matrices The control algorithm can be summarized as:
Ao = { ﬁ 8 } B, = { %2 (I] ] 1) Identify the dominant oscillation modes and mode
shapes
c — { Cy; 0 } 2) Calculate the index MSI

N U | 3) If the calculated and identified dominant eigenvalues,
and the augmented state vectgr= [x” x2]7, an augmented corresponding to electromechanical oscillation modes,

system can be defined by are close, that is, ifA\caicutated = Ardentified, @nd
%, = A,X,+B,u, (8) |[MSI—1|<e then switch t(_) thelgontrolllgr parametgrs
ve = Cux ©) set corresponding to the identified critical operating

“ a condition

and the controlled system given by (7) corresponds to the
augmented system given by (8)-(9), with the output feedback

U, = Ky (10) V. RESULTS
where In this section the results of the application of the proplose
_ | D C. approach to a test system are presented.
K= B. A (11)

The dimension of matriX is (n, + n.) x (ny +n.). That

is, (11, +ne) x (n, +n,) parameters must be determined. Th&- Test system

casen. = 0 corresponds to the static output feedback. This is an equivalent of the South-Southeastern Brazil
The power system control structures are modeled bysgstem. The single-phase diagram is presented in Figure 2.
transfer-function matrix [19]: The complete data are found in [26].
pss11(s) ...  Dpssip(s)
pss21(s) ...  Dpss2p(s) . o 7
PSS(s) = : : : (12) o] | &
pssm1(s) ... DSSmp(s) e I_l "l I_i e
wherep andm are the number of inputs and outputs, respec- 5
tively. For a decentralized control, this matrix is diagbwéh B!
m = p. This transfer function can be represented in the state- s

space form as (5)-(6). The design problem reduces to finding
matrix K in (11).

The problem of output feedback synthesis may be set as
a minimization problem of an adequate objective function.
This function may include performance requirements such &§- 2. Equivalent of Southem-Southeastern Brazil system
system damping, settling time and robustness. The coetroll
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ELECTROMECHANICAL OSCILLATION MODES(WITHOUT PSS)

TABLE |

TABLE Il

BASE CASE: MODE SHAPES AND EIGENVALUES

. Frequency Damping Mode Shape and Eigenvalues
Eigenvalue (H2) (%) Calculated Identified Bus Number

—201L+9.174 1.46 51.44 A=-0.33£5215 | A=-0.36 £5.22j

—1.80 £9.18¢ 1.46 19.26 1/0° 1/0° 7

0.65 £ 5.39: 0.86 —11.901 0.1736 £151.50 0.1819/149.58 4

~0.22 + 5.88: 0.93 3.84 0.0932/-167.86 0.106%-165.46 3
0.0874 /-166.30 0.1004/-164.25 1
0.0644 /-162.54 0.0731£-160.26° 2

Mode Shape Index (MSI) 1.1010

B. Modal analysis

The modal analysis of this power system was performed
and the electromechanical oscillation modes, without P@S Southeastern system (bus 7) afdse 2 the loss of the
presented in Table I. transmission line between busgzsand 5.

In [26], power system stabilizers were designed to stabiliz The results of the identification o€ase 1lis presented

this system. The electromechanical oscillation modesh wilh Table 1V. The data for the identification is obtained by
these PSSs, are shown in Table II. the application of a &0 ms three-phase short-circuit at bus

6, followed by the opening of one of the three segments
between buseS— 7. This case results in almost zero damping.
The discrepancy between the calculated and identifiectaliti

TABLE Il
ELECTROMECHANICAL OSCILLATION MODES(WITH PSS)

Eigenvalue Frequency Damping eigenvalue can be explained by the nonlinearities consiter
(Hz) (%) in the model during the nonlinear simulation.
—0.33 £5.215 0.83 6.38
—1.207 + 3.245 0.51 34.92 TABLE IV
—1.77 £ 13.905 2.21 12.63 :
TR L 1387 5571 13.18 CASE 1: MODE SHAPES AND EIGENVALUES
Mode Shape and Eigenvalues
. . . Calculated Identified Bus Number
In the identification process, the multisignal Prony method —x=70.021£4.62; | » = —0.012 £ 4.36;
was used to estimate the eigenvalues and electrical power| 1/0° 1/0° 7
mode shapes for several contingencies. 0.2590/124.39 0.28407115.37 4
. . ) . 0.0674/179.62 0.0618/-167.00 3
It is assumed that all the five machine electrical power of —5oss3/-178.05 0.0619/ -164.4F 1
the system is measured by the synchronized phasor system| 0.0500/-174.18 0.0467/-160.65 2
The sampling frequency 200 Hz and after a large excursion Mode Shape Index (MSI) 0.9588

is detected, a ringdown, the identification process isaretl

using a five-second data window. All the data is filtered and The calculated and identified eigenvalues and electrical
donwsampled t20 Hz, in order to reduce computationalpower mode shapes faCase 2are presented in Table V.
burden in the identification process by the multisignal BronThe damping in this situation i§ = 3.36%. The nonlinear
method. The results (eigenvalues and residues) are rankédulation considers &00 ms three-phase short-circuit at bus
by the Modal Dominance Index (MDI) [27], which helps in2, followed by the opening of the transmission line conmerti

the detection of critical modes (low damping) and indicatdauses2 — 5.

which poles are dominant even when they are not the slowest.
Therefore, it is possible to compare the identified mode sbhap
associated with the critical modes with the ones previously

TABLE V

CASE 2: MODE SHAPES AND EIGENVALUES

calculated by the off-line linearization process and detec Cal'\c/'lflgfe?hape and E'ﬂg’;‘ﬁ‘i'f‘fgj Bus Number
the critical condition to switch the centralized controhid N=—0.165L 489 | A\=—0.166 £4.87;
process is assumed to take 50. 5 2181‘&223 - 5 2461&4?;5 - Z

qu the |.dent|f|_cat|on process, data are obt.alned through 0.0690 7 6157 0070764 3T 3
nonlinear simulations after the occurrence of ringdowres. F 0.0651/171.3% 0.0674/170.9% 1
all results, the size of the analysed data windows is 0.0505/154.8F 0.0556/ 158.44 2

For the base case, the identified critical eigenvalue andemod Mode Shape Index (MSI) 0.9436

shapes are presented in Table Ill. The data for the identdita

were obtained after 80 ms three-phase short-circuit at bus A set of control parameters is designed for each of the
number 5, without line opening. The calculated and idemtifigwo configurations, using the method described in the pre-
dominant eigenvalues and electric power mode shapes aredding section. The central controller is designed comsige
good agreement. a 100 ms delay in the input signal antl00 ms delay in the
Although the conventional PSSs give a highly dampealtput signal, totalizin@00 ms delay on transmission system
system, there are configurations for which the damping éata from the synchronized phasor measurement system to
considerably reduced. Two of the low damping configuratiofizhasor Data Concentrator (PDC) and from the PDC to the
are considered in this workCase 1 the loss one of the generators.
three identical transmission lines between bus 6 and theFor Case 1 the designed control for the system changed



the dominant pole locations from = —0.014 + 4.36; to W 0N Fa e e
A= —0.67 £4.797, with a damping, = 13.8%. wost f
For Case 2 the controller changed the pole locations from H I l ( H H H H (\ H (\ H
A = —0.165 +4.50] t0 A — —0.4045 + 194037, with a I TALLLLLLL L
o et s E T
In the next section, nonlinear simulation results are pre- ’
sented for the identification and the effect of the gain-daie ’ I H H H H \/ H H \) H
control. VUU VU Vv vy

o, 5 10, 15, 20,
Time (sec)

C. Nonlinear simulations Fig. 5. Angle variations of generator 1: loss of lifie- 7.

In the simulation results, the control switching time occur
5.5 s after the detection of the ringdowns. This corresponds
to the time window of5 s in which the data is acquired for
the identification process arsd0 ms that is the time assumed !
for applying the Prony method and identifying the operating ’ [
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A 100 ms three-phase short-circuit at bus 2, followed by

the opening of the transmission line connecting busesd I AR

5, leads toCase 2 The rotor angle of generators 2 and 4 I { , U \/ U \/ \)
are shown in Figure 3 and Figure 4, respectively. The control | U VU B/ R
algorithm indicates that this corresponds@ase 2and the —

control parameter set suited to that case is switched @afier.
The central control increases the system damping improviag. 6. Angle variations of generator 4: loss of lifie- 7.
the system performance.

1184

e e | T control parameter set suited to this condition is switchéte
system presents a higher damping with the centralized alontr

The robustness of the centralized control scheme to the
A loss of a remote signhal was tested. Assuming the loss of
/\ /\ [\ AA the Itaipu signal, the rotor angles of generators 2 and 4 are

\/\/\V/\ presented in Figure 7 and Figure 8, for the same fault. The
system performance degrades but still an adequate dangping i

JU v achieved.

Tempo (sec) 109, 5 . - iago 7 EQUIV SE
i3 g0 {7 EQUIVSE 3

Fig. 3. Angle variations of generator 2: loss of lige- 5.
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Fig. 4. Angle variations of generator 4: loss of lie- 5. VI. CONCLUSIONS

A method for combining system identification and control,
A second fault, a30 ms three-phase short-circuit at bususing synchronized phasor measurements was proposed in thi
6, followed by the opening of one of the transmission lingsaper.
connecting buse§ and 7, leads toCase 1 The rotor angle  The identification allows the detection of the emergence of
of generators 1 and 4 are shown in Figure 5 and Figure I6yw damped oscillation modes. Prony analysis was used, but
respectively. The operating condition is identified and thether methods are currently available and can be testetiifor t



1265

«-= DELTA 4 ITAIP 7 EQUIV SE

7 EQUIV SE

== DELTA 4 ITAIP

1208

o

15,1

1094

Angle (deg)

=
L SEEEES
2=

1037

——
—
—

Vv

=17

10,
Time (sec)

Fig. 8. Angle variations of generator 4: loss of lise— 7 and loss of line
6 — 7 followed by loss of Itaipu signal.

application. The identified dominant eigenvalues asseditd

the electromechanical modes and the identified mode shafF8s

give an indication of the system configuration.

The tests performed as part of this work have shown that tfze]

oscillation modes and mode shapes can be identified in a ti

window that allows control action to be exerted. Howeveg, th

application to larger systems must still be assessed.

The preliminary results of this research indicates the pote

tial of synchronized phasor measurements as complemen
the control scheme currently used in the industry.
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