WCCI-2014 Tutorial

Slow Feature Analysis for
Curiosity-Driven Agents
Matthew Luciw,

Varun Raj Kompella and

Juergen Schmidhuber
IDSTA, Galleria 2, Manno-Lugano 6928, Switzerland

December 16, 2013

Learning Progress

oo
53

Error(€.,)

coo000
SoRwEY

012 3 4 5 6 7 89

1 Goal of the Tutorial

How could a baby humanoid robot, confronted with raw-pixel high-dimensional
visual input streams, learn meaningful environment representations through au-
tonomous, real-time interactions, in the absence of a teacher? How can it lever-
age these learned representations to build a repertoire of skills? We present
recently developed techniques and systems to tackle this problem, which share
the common feature of exploitation of the slowness principle, via Slow Feature
Analysis (SFA; [24)]).

We show how incremental [3-5,9,10] and modular versions of SFA [2,11]
can be combined with curiosity-driven agents [15,17] to enable autonomous
skill learning. Curiosity-driven agents use reinforcement learning (RL; [19]) to
quickly adapt control policies to maximize intrinsic reward (the measurable im-
provement in the compressor or predictor or world-model). In our case, the
learning progress of the slow features is measured and used as this intrinsic
reward. An agent can combine curiosity and SFA to autonomously learn behav-
iors, such as toppling or grasping an object, from high-dimensional image data
in an unsupervised and open-ended manner [11,20].

We use illustrative examples to present the material in detail. We present



experimental results conducted on our iCub humanoid robot!. These results
were positively received in the recently concluded IM-CLeVeR project. The
intended audience is those who are interested in the intersection of Robotics and
Machine Learning, and those who are interested in Developmental Robotics [12,
16,21].

2 History

This material has not been presented in tutorial form before. Kompella pre-
sented relevant material at IJCAI (2011; [5]), Humanoids (2011; [4]) and at IM-
CLeVeR project and review meetings. Luciw presented relevant material at the
workshop on deep hierarchies in vision (2012; [9]), ICDL-EPTROB (2011; [8],2012; [2]),
and ICANN (2012; [10]). Schmidhuber has presented artificial curiosity to large
audiences in many different venues (http://www.idsia.ch/ juergen/videos.html).

3 Tutorial Description

This will be a two hour tutorial.

1. Autonomous Mental Development and Developmental Robotics
2. Artificial Curiosity

Slow-Feature Analysis for Raw-Pixel Input Streams

Ll

Incremental Slow-Feature Analysis (IncSFA)

o

AutoEncoders and IncSFA
IncSFA and Reinforcement Learning for Curiosity-Driven Learning

Curiosity-driven Modular Incremental Slow-Feature Analysis
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Results on the iCub

An autonomous agent (i.e., a baby robot) exploring its environment encoun-
ters massive amounts of sensory data. Much of the sensorimotor data presents
compressible representations in a lower-dimensional space. This representa-
tive mapping is called an abstraction [6]. A good set of abstractions makes it
computationally much easier for the agent to handle data and carry out mean-
ingful tasks, but it is an open problem how to learn such a good set, through
autonomous exploration. We illustrate how such abstractions can be learned
through exploration with a combination of modular incremental SFA (for the
abstractions) and artificial curiosity (for the exploration).

Since the data sensed by the agent is a result of its own actions or of some
time-varying external-factor, the data is often temporally correlated and there-
fore can be greatly compressed. Early in the tutorial, we present Slow Feature
Analysis (SFA) [24]. SFA has shown much success in many problems and sce-
narios for extracting temporal regularities and invariant representations of the
raw sensory input [1,7,18,23]. However, SFA is a batch algorithm, which makes

Thttp://www.youtube.com/watch?v=0TqdXbTEZpE



it infeasible for open-ended learning. We present the incremental implementa-
tion of the SFA algorithm [3,5,9] (using Candid Covariance Free Incremental
Principal Component Analysis [22] and Minor Component Analysis [13,14]) and
its non-linear variant using AutoEncoders [4].

Since our focus is on learning from the environment in the absence of any
external goals, the agent needs to be self-motivated, or curious. The Formal
Theory of Fun and Creativity [15,17] mathematically formalizes driving forces
behind all kinds of curious and creative behavior. We discuss Artificial Curiosity
in general. We discuss the combination of slow-feature learning and RL, which
uses the learned features as basis funciotns [10]. We present the algorithm Cu-
rious Dr. MISFA [2,11], which enables an agent, such as the iCub robot, to
carry out real-time intrinsically-motivated interactions with the environment,
to develop slow-features from the raw pixel inputs. CD-MISFA-driven agent
undergoes coupled perceptual and skill learning. This is demonstrated with ex-
perimental results (with videos) conducted on the iCub humanoid robot, which
uses Curious Dr. MISFA algorithm to learn skills such as toppling an object,
grasping an object, and picking up the object and placing it. These skills are
learned starting from low-level pixel inputs and joint angle-change outputs.

4 Prerequisite Knowledge

Participants should have some knowledge of Principal Component Analysis,
Reinforcement Learning, and Autoencoder Neural Networks.
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e CSE 498: Collaborative Design (Fall 2006, 2007, 2009, Spring 2007, 2008,
2009) Directed weekly project planning meetings of teams of Computer
Science students working on semester-long projects with industry partners.

e CSE 260: Discrete Structures in Computer Science (Spring 2006) - Weekly
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