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Outline

* Hand pose estimation and augmented
interaction via depth cameras

* Hand pose estimation and augmented
interaction via RGB cameras



Recent progress

The recent several years have witnessed a
surging market of depth cameras and
wearable devices.

..

a Microsoft HoloLens




Hand sensing from a depth camera

2.5-D data




Hand MoCap: Problem Description

Input: a depth image Output: estimated 3D hand

containing a human hand joint locations (in total 21
joints) which represent the

hand pose




Virtual Reality




Augmented Reality

Hui Liang, Junsong Yuan, Daniel Thalmann,
IEEE Trans. on Cybernetics 2019



Challenges

* Hand pose has high degree of freedom



Challenges

 View-point variations

Same gesture from different view



Challenges

» Self-occlusions
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Multi-view CNNs based Method

Convolutional
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L. Ge, H. Liang, J. Yuan, and D. Thalmann. Robust 3D Hand Pose Estimation in Single Depth
Images: From Single-View CNN to Multi-View CNNs. In CVPR, 2016.



Multi-view Projection

* The pixel values on projection images represent the
normalized projection distances of 3D points.



Architecture of CNNs
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* The network generates K heat-maps with the size of 18x18
pixels. All of the six views have the same network
architecture and the same architectural hyperparameters.



Multi-view Fusion

Objective: estimate K objective hand joint 3D locations
D={4;};_ €A

Maximum a posteriori estimation

®* —argmax P (®|I;,b,--- ,Iy) posterior probability
o

=argmaxP (I,bh,--- ,Iy|®) maximum likelihood

@ (assume equal a priori probability)
=arg max:k—[‘f:l P(l,|®) (assume conditional independence)
@
® heat-map
—agmax [T, [T, P@ult)”
si.deQ. constrained to a low dimensional subspace in

order to resolve ambiguous joint estimations



Multi-view Fusion
Q(¢,=p)=T1_1P(¢1,=pPnlIy)

view 3’s view 2’°s

view 1’s
heat-map




From 2D convolution to 3D convolution?
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3D Joint

Depth Image Heat-maps ’
Locations

2D convolution for depth image



From 2D convolution to 3D convolution?
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Depth Image Heat-maps i
Locations

2D convolution for depth image

But 3D points are
sparse data

Dense 3D convolution on

Depth | 3D Point . ol
prhimage SRTOINE sparse point clouds will fail

depth image can be transferred to 3D points



From 2D convolution to 3D convolution?
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2D convolution for depth image

olumetric _
Depth Image 3D Points Representation(s)

3D Joint Locations

Transfer sparse 3D points to
dense volumetric representation



3D CNN for hand pose estimation
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Projective D-TSDF

Volumes 3D CNN

3D Joint
Locations

* L. Ge, H. Liang, J. Yuan, and D. Thalmann. 3D Convolutional Neural Networks for Efficient
and Robust Hand Pose Estimation from Single Depth Images. CVPR 2017 and TPAMI 2019.



Volumetric Representation

* Projective Directional Truncated Signed Distance Function
(D-TSDF) for volumetric representation
z —_— ] = @

[ ===
Projective D-TSDF Projective D-TSDF Projective D-TSDF
(x direction) (y direction) (z direction)

S. Song and J. Xiao, Deep Sliding Shapes for A modal 3D Object Detection in RGB-D Images,

Depth Image 3D Points Accurate TSDF

CVPR 2016
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Network Architecture

3xk

FC3 + ReLU

1024 1

FC2 + ReLU + DropOut

4096 1

FC1 + ReLU + DropOut

24576 |

Reshape

384x4x4x4 |

3x3x3 Conv3 + ReLU

192x6x6%6 |

3x3x3 Conv2 + RelLU +
2x2x2 Max Pool

5x5%x5 Convl + RelLU +
2x2x2 Max Pool

3x32x32x32 |

Input: three volumes of the
projective D-TSDF

Output: a column vector
containing 3xK elements
corresponding to the K 3D
hand joint relative locations
in the volume.

Three 3D convolutional
layers and three fully-
connected layers



Network Architecture

* Input: three
volumes of the

(I?) 3D Shailltljw Plain l\le',twork - pr 0 j ec tive D'TSDF
-y ;_ii'f1~ N R =)

* Output: a column
vector containing
3xK elements

corresponding to
(b) 3D Deep Residual Network the K 3D hand jOint
29 relative locations
in the volume.

3x323 18

Addition

(c) Detail of a 3D Residual Block



Patterns learned in 3D shallow network
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* Neurons in layer 1 (L1) can capture local structures, such as corners and edges;

* neurons in layer 2 (L2) can capture structures of hand part, such as fingers;

* neurons in layer 3 (L3) can capture global structures of hand.



3D Data Augmentation

3D rotation
(0=10°, 0y=10°, 0.=30°)

3D stretching
(5,=1/1.2,5~1.2,5~1)

3D stretching and rotation
(s=1/1.2, sy=1.2, §=1;
0,=10°, 6,=10°, 6,=30°)

Introducing variations of training data
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Test on MSRA hand pose dataset
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X. Sun, Y. Wei, S. Liang, X. Tang, and J. Sun, “Cascaded hand pose regression,” CVPR, 2015.
C. Choi, A. Sinha, J. Hee Choi, S. Jang, and K. Ramani, “A collaborative filtering approach to real-
time hand pose estimation,” ICCV, 2015.
L. Ge, H. Liang, J. Yuan, and D. Thalmann, “Robust 3D hand pose estimation in single depth images:
from single-view CNN to multi-view CNNs,” CVPR, 2016.
C. Wan, A. Yao, and L. Van Gool, “Direction matters: hand pose estimation from local surface
normals,” ECCV, 2016.



Test on MSRA hand pose dataset
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X. Sun, Y. Wei, S. Liang, X. Tang, and J. Sun, “Cascaded hand pose regression,” CVPR, 2015.
C. Choi, A. Sinha, J. Hee Choi, S. Jang, and K. Ramani, “A collaborative filtering approach to real-
time hand pose estimation,” ICCV, 2015.
L. Ge, H. Liang, J. Yuan, and D. Thalmann, “Robust 3D hand pose estimation in single depth images:
from single-view CNN to multi-view CNNs,” CVPR, 2016.
C. Wan, A. Yao, and L. Van Gool, “Direction matters: hand pose estimation from local surface
normals,” ECCV, 2016.



Test on NYU hand pose dataset
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using convolutional networks,” SIGGRAPH. 2014.

M. Oberweger, P. Wohlhart, and V. Lepetit, “Training a feedback loop for hand pose estimation,” ICCV,
2015.

X. Zhou, Q. Wan, W. Zhang, X. Xue, and Y. Wei, “Model-based deep hand pose estimation,” [JCAI, 2016.
A. Sinha, C. Choi, and K. Ramani, “Deephand: Robust hand pose estimation by completing a matrix with
deep features,” CVPR, 2016.



Sample Results

MSRA
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W o media innovation : -

UNWERSITY The avant-garde place - il 2 0 1‘7

3D Convolutional Neural Networks for Efficient and Robust

Hand Pose Estimation from Single Depth Images

Liuhao Ge, Hui Liang, Junsong Yuan, Daniel Thalmann
Institute for Media Innovation
Nanyang Technological University



Can we process 3D point cloud directly
instead of 3D convolution?

Depth Image 3D Points Volumetric 3D Joint Locations DepthImage 3D Points
Representation(s)

3D convolution for depth image Process 3D point cloud directly?




Hand PointNet

A point cloud based hand pose estimation approach by
holistically regressing the 3D hand pose.
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Further improvement

Estimate the point-wise closeness and offset directions to
hand joints from the input point cloud using a stacked point-
to-point regression PointNet, which is able to capture local
evidence for estimating accurate 3D hand pose
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Hand PointNet: 3D Hand Pose Estimation using Point Sets

Liuhao Ge', Yujun Cai', Junwu Weng', Junsong Yuan®

'Nanyang Technological University
*State University of New York at Buffalo
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3D hand pose estimation:
Can we use RGB camera instead of
depth camera?



Monocular RGB-based Approach

From 2D images to 3D skeleton results



Challenges: difficult to obtain 3D labeled data

For Real Dataset:

‘ annotate accurate 3D hand pose is difficult

* Multi-view annotation method is labor-costing
* Reconstructed 3D labels may not be perfect




Using synthetic data for machine learning?

synthetic dataset for hand pose [Zimmermann et al. ICCV 2017]

Synthetic data can provide accurate 3D annotations while quite different from real ones




Weakly Supervised Learning

e r
Label

Estimation

Network

3D Hand
Pose

2D 3D
"Heatmaps Regression
network

(a) Traditional Fully-Supervised Flow

2D Heatmaps

3D Hand
Pose

Depth
Map

(b) Proposed Weakly-Sup

Y Cai, L Ge, J Cai, J Yuan, Weakly-supervised 3d hand pose estimation from monocular RGB images, ECCV’18



From 3D hand pose estimation to
joint 3D hand pose and shape
estimation



Joint hand pose and shape estimation

2D/3D
Locations of
Hand Joints




Challenges

* High dimensionality of the output space (3D mesh)

»We propose a novel Graph CNN-based approach
to generate 3D hand mesh vertices in a graph

* Lack of ground truth 3D hand mesh training data for
real-world images

»We propose a novel weakly-supervised method by
leveraging depth map as a weak supervision for 3D
mesh generation



Method — Overview

Feature Maps

Latent 3D Hand Mesh 3D Hand Pose

§ 3D Pose
egressor

Heat-maps

N

—
Residual

Network

Stacked
Hourglass
Network

If we cannot solve a simple problem, try a complex one



Method — Graph CNN

Chebyshev Spectral Graph CNN [1]

g Non-linear activation +
Graph convolutional Graph coarsening +

I=2
layer Pooling (GPUs) E

::n 'ii_‘ G 1;&"‘ /
@ O Y
(5@ e | &_:‘,: i . B
T 1o R
&=t g s \ : . .
b\ B
o o 7
) ! 2
> 1 1o Gyx Loy : SO
< &% <3< —_ ses 2 o
: BN :. ‘i‘__‘;?:;- 0¥
rm Lo i ™~ /e b
& @ ' Output signal
F"-raf?h r s, “ou / Class labels
Ex: social, biological, - b ™ 7l Rn‘._
telecommunication graphs Filters ".: g.'l:t ; —_— —_ . g €
n O(K] parameters e - =" e ™"
zeR O(E.K) operations (GPUs) & .__: \ "
£=0”e R7i=0 7'=0 ¢ R f =1 e R A ¢ =% € R"s"S
i - Ly ‘ = 2 = KgF...F;
- 71 Ll 5471 5
=l e RE1 Ay ny = ng /2" 0 R
Input signal Graph compositional layers Fully connected layers
on graph (extract multiscale local stationary features on graph)

[1] Michael Deftferrard, ef al. Convolutional Neural Networks on Graphs with Fast Localized
Spectral Filtering. In NeurIPS, 2016.



Method — Graph CNN

Graph CNN for Mesh Generation
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Method — Graph CNN

Graph CNN for Mesh Generation
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(a) Graph Coarsening (b) Example of Feature Upsampling



Method - Training

Fully-supervised Training on Synthetic Dataset

Feature Maps
Heat-maps Latent 3D Hand Mesh 3D Hand Pose
1 Z

L 4 yﬁ; \ ! ﬁ;
HS(::::kleadss Residual (\\‘ //w 3D Pose |’
: Network ) 7 Regressor
Network \/
Heat-map Pose
Loss Loss

Loss Function Lfuiiy = ALy + AmLm + ALy

Heat-map Mesh 3D Pose
Loss Loss Loss

Mesh Loss Ly = )\,Ué 4 )\nﬁ + Ae& - )\lﬁ

Vertex Normal Edge Laplacian
Loss Loss Loss Loss




Method - Training

Weakly-supervised Finetuning on Real-world Dataset

3D Hand Pose
Feature Maps ng‘

Latent 3D Hand Mesh 3D Pose ’
ﬁ; 7] Regressor
o ﬂr
Depth Map

Heat-map Pseudo-GT Renderer
Depth map
Loss
Loss Function ﬁwea;@zy = )\’Hﬁ% + ApLp + /\pM ﬁpM

Heat-map Depth Pseudo-GT
Loss Map Loss Mesh Loss

Heat-maps

Residual
Network




Synthetic Dataset Creation

A Large Synthetic Dataset for Training and Validation
(375,000 RGB images with hand mesh and pose annotations)

Rendered
b cesh Hand Image

Background Image

Blended Image

Render R h' +

(Texture,
Lighting)




3D Hand Shape and Pose Dataset

A Large Synthetic Dataset for Training and Validation
(375,000 hand RGB images)




Experiments
Evaluation of 3D Hand Mesh Reconstruction

Error (mm) —Normal —Edge —Laplacian —3D Pose  Full

Mesh error 8.34 9.09 8.63 9.04 7.95
Pose error 8.30 9.06 8.55 9.24 8.03

Ablation study by eliminating different loss terms from our
fully-supervised training loss.



Experiments
Evaluation of 3D Hand Mesh Reconstruction

Mesh error (mm) MANO-based Direct LBS  Ours

Our synthetic dataset 12.12 10.32 8.01
Our real-world dataset 20.86 13.33 12.72

Comparison with direct Linear Blend SKkinning (LBS)
method and MANO-based method.



Experiments
Evaluation of 3D Hand Pose Estimation

Comparisons with state-of-the-art methods on STB dataset

STB Dataset (with 3D pose supervision) STB Dataset (without 3D pose supervision)
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3D mesh + 3D pose estimation

Input Output 2D Pose  Output 3D Mesh Different Viewpoints ~ Output 3D Pose Input Output 2D Pose  Qutput 3D Mesh Different Vlewpﬂmts Output 3D Pose

RHD Dataset STB Dataset ~ Our Real-world D“[,ﬁ{;‘s‘i’t"""

Dexter + Object



3D Hand Shape and Pose Estimation
from a Single RGB Image

2D/3D locations
of hand joints

3D hand mesh

PaperlD 387



summary

* Hand Sensing for Augmented interactions
* Hands are important tools for interactions and communications
* Hand sensing from depth camera and optical camera
* If we cannot solve a simple problem, try a complex one

* Graphics is more than rendering
* Graphics synthesised data play important role for Al
* We want creations that look both real and smart



Thank you!
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