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2017 Technology Working Groups

4



Mass Data Storage Committee 
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iNEMI Mass Data Storage Roadmap
A Spectrum of Technologies

Solid State/Flash HDD

Tape Optical



Touch rate versus response time indicating 
various types of uses 
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Digital storage technologies regions overlaid on 
the Touch Rate/Response Time chart 
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Mass Data Storage Chapter Status 

Solid State 
Storage/Memory



iNEMI Solid State Memory Trends

Source: Electricity Storage Association 10

• Flash 
• Scaling Limits lead to conversion from planar to 3D.
• Market moving from displacement (i.e. photographic film) to new applications 

(SSDs in PC and servers)

• MRAM
• Evolution of Next Generation to spin torque switching
• Growth of Applications
• New players, partnerships and Everspin IPO

• Phase Change
• Newly-defined application creates 3D Xpoint

• RRAM
• Some positioning as competing against 3D XPoint
• Otherwise viewed as an eventual NAND replacement



iNEMI Mass Data Storage Roadmap
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Flash memory roadmap
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iNEMI Mass Data Storage Roadmap
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3D Xpoint Memory

• This is a non-volatile 
memory that is faster and 
has higher endurance 
than flash memory, while 
slower than DRAM/SRAM

• 3D XPoint is a Phase 
Change Memory

• Intel and Micron are 
introducing products with 
this technology in Q2 
2017
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MRAM Uses
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• MRAM --high write endurance and 
sub 10 ns access speed.

• Cost is not high compared to 
SRAM, and the access time is close 
enough to SRAM that it is already 
an interesting replacement for some 
SRAM.  

• Given lower prices with higher 
volume, it could possibly replace 
DRAM in many applications. 

• Embedded as well as stand alone 
applications



MRAM Roadmap 
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Mass Data Storage Chapter Status 

Hard Disk Drives



iNEMI Hard Disk Drive Trends

• Industry consolidation leaves 3 players in industry
• Areal density growth has slowed from early in decade—target is 

about 15% CAGR going forward
• Shingled Magnetic Recording (SMR) provides growth path but not 

for frequently overwritten data—need energy assisted recording
• Heat Assisted Magnetic Recording (HAMR) keeps getting pushed 

out—now 2018 or 2019 introduction into products
• New native Ethernet interface drives from Seagate (Kinetic) and 

WD.
• Interesting applications driven HDDs with additional intelligence 

from HDD companies (e.g. WD Labs)
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HDD Companies (a $30B annual industry)
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HDD Shipment Projections by Application
(Coughlin Associates, 2016)



ASTC HDD ROADMAP
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Cost Comparison HDD and SSD
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iNEMI HDD Roadmap (1)
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iNEMI HDD Roadmap (2)
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Sealed Helium Drives
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• Key benefits:  35%- 50% higher capacity, 20% lower idle power,  45% better 
watts/TB, 30% quieter operation, 4° C cooler operation, 50g lighter weight

• Shipment of production models of these drives commenced in 2013. Seagate 
and WD are now shipping 12 TB models with 14-20 TB announced. 

• After about 2 years field use He-drives may have improved reliability (2M hours)
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Mass Data Storage Chapter Status 

Tape



Magnetic Tape Trends

• LTO is dominant
• Oracle and IBM make enterprise tape
• With change to Barium Ferrite tape in LTO reliability 

increased, perhaps minimizing the advantage for enterprise 
tape

• Current high is 10 TB half-inch tape cartridges but LTO 8 
with 12 TB native should be announced by end of 2017, start 
of 2018
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Tapes and Libraries
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Tapes sometimes used for local copies but more often 
as part of a robotic library system



Tape Storage Technology Roadmap
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50 TB Native Capacity in Next Decade

	



2015 INSIC Tape Roadmap
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Tape versus HDDs

Ref: INSIC Tape Systems & Applications 2015 Roadmap
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Mass Data Storage Chapter Status 

Optical 
Discs



Optical Storage Trends

• Optical disc volume is in consumer products but unit 
shipments are declining with increase of electronic content

• Write-once Blu-ray disc library technologies from Panasonic 
and Sony

• Technology roadmap to 1 TB/5.25” disc, but this may require 
holographic recording or many recording levels
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Optical Storage Technologies



Blu ray Disc Roadmap
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Optical Roadmap Attributes
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Sony Everspan Robotic Disc Library
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Mass Data Storage Chapter Status 

The 
Cloud



The cloud and the fog

• The Cloud refers to 
compute resources, 
including storage, 
located in large data 
centers

• The Fog refers to local 
networks that connect 
thing (e.g. IoT) together

• Local fog networks may 
connect to the Internet
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The Role of the Fog
Source: IOT at the Network Edge,  http://www.nojitter.com/post/240172079/iot-at-the-

network-edge
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Connected Cars and Smart Cities
From: Tao Zhang, Cisco Distinguished Engineer, Co-Founder and Board Director of 

OpenFog Consortium

Fog

Fog

Unified HW

Unified App Enablement, 
Management, Security

App App

Fog

App
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Driving Factors in Cloud Storage

• The scale of the data centers for large cloud facilities 
drives hyperscale computing (and storage) architectures

• This includes SDX, including storage and virtualization 
to get the greatest equipment utilization

• Control of energy use (especially dealing with heat) are 
a big factor in cost—green matters

• Because of the range of services expected from a full-
service cloud provider they need a wide range of 
equipment—including storage tiers

43



Databases

• Large data sets
• Random traffic
• High I/O load
• Early SSD adopter

– Previously used 
DRAM SSDs

• Some load the entire 
DB on flash memory
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Archiving & Backup

• Snapshots and replication 
gaining momentum
– Both require high-speed storage

• Business continuity places 
high demands on storage

• Active archives growing faster 
than passive archives 
(favoring HDDs rather than 
tape)
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Cloud Storage/Services--
Virtualization

• The “IO Blender”
– Many streams
– Scrambled I/O
– Highly random

• Suits SSDs better than HDDs for 
rapid access

• Many VM and VDI systems using 
flash cache to meet demand speed 
needs

Image courtesy of Waring Corp.46
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IOPS Required for Dominant Application

37% increase 
in median IOPS 
required
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Capacity Required

17% increase in 
mean capacity 
required
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Other Hardware IOPS Bottleneck

36% increase in 
bottleneck IOPS
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Fastest Latency the System Can Use

73% 
decrease 
in mean 
latency



Cloud Storage Tiers

51



Storage Devices Used in the Cloud and Fog

• Cloud
– DRAM and perhaps emerging memories (e.g. 3D Xpoint and 

MRAM) (high-performance tier)
– SSDs and all-flash arrays (performance tier)
– Capacity HDDs (capacity tier)
– Tape or Optical Discs (archive tier)

• Fog
– SSDs or flash memory are favored because of their reliability 

under more harsh conditions—such as street corners. 
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Conclusions
• Solid State/Flash storage migration to 3D architecture
• Introduction of 3D X-point / phase change technology
• MRAM continuing to find applications – suitable for IoT
• HDD near term volumes down due to 

• Migration from Client/Server to Mobile/Cloud systems
• Higher utilization of available HDD capacity
• Areal density will continue to grow at ~15% CAGR

• Tape will continue to be cost effective and show capacity 
progress

• Optical will continue to find niche applications
• Cloud and fog storage driven by enterprise and IoT trends and 

will utilize many different types of storage
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