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OutlineOutline

CMOS technology challengesCMOS technology challenges
Technology, circuit and Technology, circuit and 
μμArchitectureArchitecture solutionssolutions
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Goal: 1TIPS by 2010Goal: 1TIPS by 2010
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CMOS Technology ScalingCMOS Technology Scaling
GATE

SOURCE

BODY

DRAIN

Xj

ToxD

GATE

SOURCE DRAIN

Leff
BODY

Lower active powerLower active powerVdd & Vt scalingVdd & Vt scaling

Faster transistor, Faster transistor, 
higher performancehigher performance

Oxide thickness Oxide thickness 
scales downscales down

Doubles transistor Doubles transistor 
densitydensity

Dimensions scale Dimensions scale 
down by 30%down by 30%

Technology has scaled well, will it in the future?Technology has scaled well, will it in the future?Technology has scaled well, will it in the future?



5

Is Transistor a Good Switch?Is Transistor a Good Switch?
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SubSub--threshold Leakagethreshold Leakage
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Gate Oxide is Near LimitGate Oxide is Near Limit

High K & Metal GateHigh K & Metal Gate
crucial for the industrycrucial for the industry
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Leakage PowerLeakage Power
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Sources of VariationsSources of Variations
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Impact of VariationsImpact of Variations
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The Power EnvelopeThe Power Envelope……

Technology, Circuits, and Technology, Circuits, and 
Architecture to constrain the power Architecture to constrain the power 
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The Gigascale DilemmaThe Gigascale Dilemma

Huge transistor integration capacityHuge transistor integration capacity
But unusable due to powerBut unusable due to power
Logic T growth will have to slow downLogic T growth will have to slow down
Transistor performance will be limitedTransistor performance will be limited

SolutionsSolutions
Low power design techniquesLow power design techniques
Improve design efficiencyImprove design efficiency——Multi everywhereMulti everywhere
Valued performance by even higher Valued performance by even higher 
integration integration (of potentially slower transistors)(of potentially slower transistors)
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New Transistors: TriNew Transistors: Tri--GateGate……
Tri-gate
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Active Power ReductionActive Power Reduction
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Leakage ControlLeakage Control
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VariationVariation--tolerant Designtolerant Design
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Design & Design & μμArch EfficiencyArch Efficiency
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Memory LatencyMemory Latency
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Increase onIncrease on--die Memorydie Memory

Large on die memory provides:
1. Increased Data Bandwidth & Reduced Latency
2. Hence, higher performance for much lower power
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MultiMulti--threadingthreading
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Chip MultiChip Multi--ProcessingProcessing
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Special Purpose HardwareSpecial Purpose Hardware
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Valued Performance: SOC Valued Performance: SOC 
(System on a Chip)(System on a Chip)
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Roadmap to TIPSRoadmap to TIPS……

0.01

0.1

1

10

100

1000

10000

100000

1000000

1970 1980 1990 2000 2010

M
IP

S

Multi-everywhere: MT, CMPMultiMulti--everywhere: MT, CMPeverywhere: MT, CMP

Speculative, OOO

Era of Era of 
Instruction Instruction 

LevelLevel
ParallelismParallelism

Super Scalar

486
386

286
8086 Era of Era of 

PipelinedPipelined
ArchitectureArchitecture

Multi Threaded
Era of Era of 

Thread &Thread &
ProcessorProcessor

LevelLevel
ParallelismParallelism

Special Special 
Purpose HWPurpose HW

Multi-Threaded, Multi-Core



25

SummarySummary
Business as usualBusiness as usual is not an optionis not an option
––Performance at any cost is historyPerformance at any cost is history
––Move away from frequency alone to deliver Move away from frequency alone to deliver 

performanceperformance

Future Future μμArchitecturesArchitectures and designsand designs
––More memory (larger caches)More memory (larger caches)
––MultiMulti--threadingthreading
––MultiMulti--processingprocessing
––Special purpose hardwareSpecial purpose hardware
––Valued performance with higher integrationValued performance with higher integration


