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of interest to members of the EMC community. The first is

entitled “Verification and Validation of Computational Elec-
tromagnetics Software,” by Edmund K. Miller. This is on the very
important topic of how to determine the accuracy of numerical
results and is complementary to the paper published in the Win-
ter 2006 Newsletter by Andy Drozd. If you enjoyed that paper,
you will enjoy this one as well. The second paper is entitled,
“Transmission Line Fault Analysis Using a Matlab-Based Virtual
Time Domain Reflectometer Tool,” by Levent Sevgi. In it the
author discusses the problem of estimating complex transmission
line loads based on the analysis of transmission line signal in time,
frequency and Laplace domains. A real plus is the availability of
downloadable Matlab-Based Virtual TDRMeter Tool that can be
used to teach, understand, and visualize the time-domain pulse
characteristics and echoes from various discontinuities/termina-
tions. In addition, fault types and locations can be predicted. The
third paper is entitled, “The Sandia Lightning Simulator: Recom-
missioning and Upgrades,” by Michele Caldwell and Leonard E.
Martinez. This facility can produce a maximum peak current of
200 kA for a single stroke, 100 kA for a subsequent stroke, and
several hundred Amperes of continuing current for hundreds of

I n this issue you will find three practical papers that should be
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and Application Notes
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milliseconds. The paper was first presented at the 2005 IEEE
EMC Symposium in Chicago and has been reprinted here by per-
mission of the Symposium Committee.

The purpose of this section is to disseminate practical infor-
mation to the EMC community. In some cases, the material is
entirely original. In others, the material is not new but has been
made either more understandable or accessible to the communi-
ty. In others, the material has been previously presented at a con-
ference but has been deemed especially worthy of wider dissemi-
nation. Readers wishing to share such information with col-
leagues in the EMC community are encouraged to submit papers
or application notes for this section of the Newsletter. While all
material will be reviewed prior to acceptance, the criteria are dif-
ferent from those of Transactions papers. Specifically, while it is
not necessary that the paper be archival, it is necessary that the
paper be useful and of interest to readers of the Newsletter.

I have been editing this section of the newsletter for six
years and have decided to “retire” from this position. | will,
however, be ably succeeded by Prof. Flavio Canavero of the
Politecnico di Torino in Italy. Paper submissions, comments,
or letters to the Technical Editor can be sent to him at
flavio.canavero@polito.it

Verification and Validation of Computational
Electromagnetics Software

Edmund K. Miller, Los Alamos National Laboratory (retired)

597 Rustic Ranch Lane, Lincoln, CA 95648, e.millér

Abstract--One of the most time-consuming tasks associated with
developing and using computer models in electromagnetics is that of ver-
ifying software performance and validating the model results. Even
now, relatively few available modeling packages offer the user substan-
tial on-line assistance concerning verification and validation. This
paper discusses the kinds of errors that most commonly occur in model-
ing, the need for quantitative error measures, and various validation
tests such as convergence behavior and boundary-condition checks. Use
of model-based parameter estimation to develop error estimates or to con-
trol uncertainty in an observable is also demonstrated. The article con-
cludes by recommending that the Computational ElectroMagnetics com-
munity adopt a policy of requiring some minimal standards concerning
the accuracy of numerical results accepted for journal articles and meet-
ing presentations.

I. INTRODUCTION AND OVERVIEW

It was observed by Kleinman [1] that “An appropriate degree
of skepticism must be brought to validation and/or error esti-
mation,” who cited statements like the following that are
often-heard in Computational ElectroMagnetics (CEM):

ieee.org

1. If it works for the sphere, it works for everything.

2. Confirming experiments are always valid.

3. If different methods give the same results then they are correct.
4. Independent investigators never make the same mistake.

5. Small changes imply convergence.

These are cogent observations that will be touched on in one
way or the other in the following. First discussed is code (or
software; the two terms are used interchangeably here) develop-
ment and the general issue of validation. Then considered is the
central question “Why Verify and Validate?” One aspect of
answering this question is the development of error measures as
a way of determining quantitatively the accuracy, or alterna-
tively, the uncertainty, of computed results. The principle kinds
of modeling errors are considered next followed by a discussion
of various checks that can be used to assess such errors. Includ-
ed here are convergence and boundary-condition checks, and use
of model-based parameter estimation (MBPE) to estimate data
uncertainty, or otherwise control it, together with some illus-
trative examples. The article concludes with what should be a
logical consequence of verification and validation, the inclusion
by an author(s) of quantitative and appropriate statements about
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Figure 1. The input impedance (a), admittance (b) and
input and radiated powers (c) as a function of the number
of segments (unknowns) for a center-fed dipole antenna 2
wavelengths long. Results for a one-segment source appear
especially non-converged for Z but are better for Y. For the
constant-width source region, the results exhibit a much-
reduced dependence on N.

the validity of the results being presented at meeting and in
published material. The discussion here might be considered
complementary to, and an extension of, that presented in an
excellent, recent article in the EMC Newsletter by Drozd [2]. The
present discussion was originally prepared for an invited presen-
tation given at EMB 2001, Electromagnetic Computations,
Methods and Applications, Uppsala University, Sweden [3].

II. CODE DEVELOPMENT AND VALIDATION
The major steps involved in developing a computer model can
be summarized generically as follows:

« Conceptualization: Encapsulating analysis and observation
in terms of elementary physical principles and their mathe-
matical description.

e Formulation: “Fleshing out” of the elementary description
into a more complete, formally solved, mathematical repre-
sentation.

e Approximation: Simplifying the analytical description to
one suitable for numerical treatment.

e Implementation: Transforming the formulation and approx-
imations into a computer algorithm using various numeri-
cal techniques.

< Computation: Obtaining quantitative results.

» \Validation: Determining the numerical and physical credi-
bility of the computed results.

While approximation is listed separately, each of the other
steps above can also involve its own approximations, the impli-
cations of which need to be considered relative to the applica-
tion intended for a particular model. Included in the conceptu-
alization step are high-frequency methods such as physical
optics and the geometrical theory of diffraction, or the compen-
sation theorem and the Born-Rytov and Rayleigh approxima-
tions. In the formulation step are included issues such as the
surface-impedance and thin-wire approximations. Two major
approximations are involved in the numerical-implementation
step, the numerical representation of differential operators via
finite differences and finite elements, and the evaluation of inte-
grals via numerical quadrature, together with the selection of
basis functions for unknowns and testing functions for equa-
tions. The most critical aspect of the computation step is the
development of the numerical model, a process that involves the
representation of geometrical boundaries together with how
densely the unknown(s) and the boundary condition(s) are to be
sampled. Even the validation step itself will inevitably
encounter approximations, not least of which is the fact that
answers of arbitrary accuracy are available for very few problems.

Of the three principle attributes of any computer model,
accuracy, efficiency and utility [4], accuracy must be consid-
ered foremost. Model accuracy is self-evidently important for
a variety of reasons. Efficiency is obviously important, but effi-
ciently obtained inaccurate results have no value, i.e., getting
wrong results fast is not generally useful. Results of unknown
accuracy are also not as useful as they could be. In the best of
all worlds, accuracy would be a “dialable” quantity, with
tradeoffs between accuracy and computation cost, or efficien-
cy, explicitly allowed to be made by the modeler. Even better
would be the capability of allocating an “error budget”
throughout the various steps in the model computation in
such a way that the cost of obtaining final results to a speci-
fied uncertainty is minimized.
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Figure 2. The magnitude of the finely sampled induced
tangential electric field along the axis (the current is on
the surface) of a 2.5-wavelength, 50-segment wire 10-3
wavelengths in radius modeled using NEC. For the anten-
na case (the solid line) the two 20-V/m source segments are
obvious as are the other 48 match points (the solid circles)
whose values are generally on the order of 10-13 or less. For
the scattering problem, the scattered E-field (the dashed
line) is graphically indistinguishable from the incident 1
V/m excitation except near the wire ends. The IEMF and
far-field powers for the antenna are 1.257x10-2 w and
1.2547x10-2 w, respectively. For the scattering problem, the
corresponding powers are 5.35x10-4 and 5.31x104 watts.

1. WHY VERIFY AND VALIDATE?
It should be obvious that validation of their results is absolute-
ly mandatory if computer models are to be used with any con-
fidence and reliability. Validation may be attempted in a vari-
ety of ways, including via use of analytical, numerical and/or
experimental tools and results. Analytical possibilities include
checks such as reciprocity and energy conservation and exam-
ining how well the boundary conditions are satisfied. Among
numerical checks are assessing the results for what appears to
be “non-physical” behavior, whether the solution converges as
the number of unknowns (N) is increased and whether small
changes in the numerical model produce small changes in the
results. These might all be characterized as “internal” checks.
Other checks that use independent experimental, numerical
and/or analytical results might comparably be called “external”
checks. Both categories of checks will be discussed in more
detail below.

At this point, it's worthwhile reviewing the dictionary defi-
nition of validation [5]:

“To validate is to--1) declare or make legally valid; 2) mark
with an indication of official sanction; 3) substantiate or verify.”

Of which the latter is most relevant to our discussion. Note
that “verify” is included in this definition as one aspect of val-
idation. For computer-software purposes, however, the terms
“verify” and “validate” have come to take on complementary,
but different, meanings. Verification is usually considered the
process of determining that a computer model or code pro-
duces results consistent with its design. Validation, on the
other hand, is concerned with establishing how well the
results from a given model or code conform to the physical
reality of the intended applications. Note that verification is a
necessary, but not sufficient, condition for acceptable code per-
formance, while validation determines how reliably a code can

be applied to physically meaningful problems. For brevity in
the following, and because the primary focus will be on vali-
dation as defined above, the term validation will be used to
cover both issues.

Of the code-development steps listed above, validation prob-
ably consumes the largest collective effort as computer models
and problems become increasingly complex. Validation is
important in general, of course, but how to achieve it may not
be readily apparent nor easily accomplished. However, some
specific situations can be identified where validation is not only
rather straightforward but particularly useful. For example,
when moving codes between computers or installing one on a
new computer, it’s essential that the code work in the new envi-
ronment in the same way and produce the same results, as it did
in the old. It’s also important to confirm continued valid oper-
ation of the code over time on a given computer. Among the
ways this might be done are use of standard test cases that can
be routinely redone for comparison with solutions stored from
previously running them. Providing guidance to the user con-
cerning the estimated validity of the computed results would
also be extremely valuable, a somewhat more demanding aspect
of validation. These validation requirements suggest the need
for a standardized procedure for estimating modeling errors
using various internal and external checks on the model results,
and the development of standardized error measures. Ideally,
this could lead to giving the user a quantitative error estimate
generated by the code itself concerning the reliability of the
numerical results it produces.

IV. THE NEED FOR ERROR MEASURES
Error measures are therefore needed, whatever the specific
approach, to quantify a model with respect to its numerical
accuracy and correlation with Maxwell’s equations, confirm its
compatibility with physical reality; and last but certainty not
least, to demonstrate its reliability in achieving an electromag-
netic design subject to realistic specification(s). The basic idea
is to devise error measures, scalar or vector, to routinely test all
numerical results using whatever data and tests are relevant to
the numerical results of interest. Several different kinds of error
measures can be defined. They can be internal, i.e., within the
code itself, or external where independent results are used for
this purpose. The error measure can be numerical, to check
convergence and boundary conditions, or physical where mea-
surement and/or physical principles are invoked. Error mea-
sures can involve fields, both near and far, and source behavior,
and range from being local or pointwise, such as input imped-
ance and backscatter cross section, to integral or global, in
terms of quantities such as the gain and total cross section.
The primary purpose for which error measure(s) are intend-
ed is to increase CEM modeling reliability for the typical user.
Equally important, however, is the generation of an error, or
uncertainty, statement that would accompany results made
available to others through reports, meeting presentations and
journal articles, a topic that is elaborated below. Concerning the
user specifically, an error analysis should be produced as a rou-
tine component of any modeling exercise. It would be desirable,
when this analysis shows that the results have excessive uncer-
tainty, that the modeling code indicate what might be the cause
of the uncertainty and even better, suggest possible ways for cor-
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recting the problem. The code should also have a built-in cali-
bration capability that permits convenient reconfirmation that
the results produced today are the same as those obtained earli-
er for a given set of reference problems, to therefore provide
periodic reassurance that code operation has not changed. These
test cases should be provided as part of the software package,
including the input data for each check model, as well as inter-
mediate and final results so that any discrepancies in the com-
putation chain can be identified more easily. On-line documen-
tation should also be a built-in component of a modeling code
to assist a user in real time, especially when the model input is
being developed. Finally, it would invaluable were all modeling
codes to come with a GUI (Graphical User Interface) and
designed to accept input in a variety of formats to make model
sharing and results comparison more convenient.

To summarize, routine implementation of appropriate error
measures should reduce uncertainty and build confidence in all
areas of CEM applications. The development of quantitative, reli-
able error measures would ideally also enable explicit cost-accura-
cy tradeoffs to be made, so computer models could be used for
“design to specification.” Adaptive allocation of an “error budget”
throughout a problem would lead to more cost-effective model-
ing by permitting attention to be focused on the most critical
areas so that optimum use is made of the computer resources.

V. THE PRINCIPLE MODELING ERRORS

A. Numerical and Physical Modeling Errors

The modeling process is driven by two primary sources of mod-

eling error, which are:

e The Physical Modeling Error (ep), which comes from
replacing the real physical problem of interest by an ideal-
ized mathematical representation/approximation.

e The Numerical Modeling Error (en), which comes from
obtaining only an approximate solution to the idealized rep-
resentation, and which itself has two components--

1) Solution error--The difference that can exist between the
computed results and an exact solution even were the linear
system of equations to be solved exactly, due to using a
finite number of unknowns, given by

&(S)sot = lsoi(S) - lrue(S); and

2) Equation (or residual) error--The equation mismatch that
can occur in the numerical solution because of roundoff due
to finite-precision computations, or when using an iterative
technique, because of limited solution convergence

E(S)eq = L(S:s’)lsol(s’) - Etan(s)'

For most numerical solutions, it will be true that g, ~ &,
with g, the roundoff error, so that €, ~ €, and the solution
error will be of primary concern. However, in cases where the
condition number (CN) of the relevant matrix (assuming a first-
principles integral- or differential-equation-based model is
being used) becomes large enough, the roundoff error can dom-
inate the solution accuracy. In essence, the CN “amplifies” errors
in the matrix coefficients and the right-hand-side vector of a
linear system during the solution process. It increases the effect
of roundoff because a limited number of bits/operation are avail-
able in the computation, the effect of which also increases with
the total number of operations needed to obtain a solution. The
relationship among these quantities can be expressed approxi-
mately as log(A) ~ log(P) - log(CN) - 3log(N), where the accu-
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Figure 3. Results for the imaginary component of current
on the lit side of an infinite PEC cylinder illuminated by
a TE, normally incident plane wave. The noisy data (the
solid circles) comes from adding uniformly distributed ran-
dom noise varying between +0.1 to accurate current sam-
ples (the small open circles), and can be seen to be distrib-
uted about the average of the five MBPE fitting models
used (the continuous line) whose parameters are computed
from noisy data samples shown by the large, open circles.

racy A, the precision P, the condition number CN, and the
number of equations N, are all expressed in digits.

Both experimental and independent numerical data are
essential to assess overall solution accuracy or uncertainty.
Experimental data provides essentially the only way of evaluat-
ing ep. On the other hand, en can be studied in several ways,
one being experimental data when the physical modeling error
can be made zero. Also useful is comparison with other analyti-
cal or numerical results, and evaluating the solution relative to
analytical requirements such as boundary error, reciprocity,
energy conservation, etc. Observing the solution with increas-
ing N (a convergence test) is useful to establish modeling guide-
lines in terms of the required sampling density.

The physical modeling error most often arises because of
geometrical approximations that are made, for example, where
curved surfaces are represented by flat facets or even “cubes,” or
where a different structure entirely is employed, as when a wire
mesh is used for a solid surface. Electrical approximations can
also be made, as when a surface impedance is used as a bound-
ary condition for a penetrable object, or an antenna source is
represented by a point-sampled, tangential electric field.

B. User Modeling Errors

It may seem unusual to cite the user/modeler as being a signif-
icant source of modeling errors, but the fact is that there are
many ways by which the modeler can cause errors in using even
a well-validated and user-friendly code. Aside from the most
obvious errors arising from mistakes in preparing input data or
otherwise violating code requirements, a user may reject cor-
rect results through unwarranted skepticism or erroneous
expectations. Another common problem is insufficient explo-
ration of the relevant parameter space, thus missing fine, but
important, details in the computed observable, a radiation pat-
tern or frequency response, for example. Or, the user may not
recognize that the physical modeling error is the controlling
factor in a given application, and instead assumes that a prob-
lem in the modeling code is causing results that don’t agree
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acceptably with measurements.

Alternatively, a user may unquestionably accept the output
produced by a computer model. Kleinman’s admonition that
“appropriate skepticism” be employed is highly recommended.
Until validated, all results must be questioned. Furthermore,
accurate numerical results don't guarantee physical relevancy
nor fidelity. Also to be kept in mind is that model results might
exhibit more accurate relative dependencies when conducting
parameter studies than do their absolute values. Frequency,
angle and other shifts are fairly common in computed observ-
ables when compared with experimental results. Convergence
tests must be used with care, as the results don’t always con-
verge to the right answer as the number of unknowns is
increased, and they can also be sensitive to factors other than the
model accuracy, as discussed below.

VI. SOME VALIDATION POSSIBILITIES

A. Global and Local Error Measures

There are two distinct kinds of error measures that can be used
to quantify the accuracy or uncertainty of any kind of data. A
global measure is an integrated quantity that is based on quan-
tities such as total radiated power or radar cross section, maxi-
mum antenna directivity, the correlation between a computed
and reference pattern, etc. As such, it “measures” the quantity
of interest over a range of the observation variable(s). It would
typically be stated as a single number, thus being a scalar quan-
tity. A local measure, on the other hand, is a pointwise quanti-
ty that leads to a vector indicator or sequence of values, such as
major pattern cuts and null locations, frequency transfer func-
tions, and resonance and anti-resonance locations. A global
measure typically might be derived from some sort of weight-
ed sum or integral of a local measure. The most appropriate
choice will often be application-dependent. Either kind of error
measure can be used for internal and external checks, as illus-
trated below. Internal checks provide a measure of the model’s
self-consistency with respect to Maxwell’s Equations. External
checks provide independent confirmation concerning the valid-
ity of code results.

B. Internal Checks

Some of the specific kinds of questions that internal checks are
designed to answer include confirmation that the input data is
consistent with the code requirements and assumptions, and to
ensure that the modeling guidelines have not been violated.
Internal checks can also include determining the condition
number of the impedance matrix, and evaluation of the equa-
tion error and solution error, the latter through a convergence
test. Other internal checks might utilize energy and/or power
conservation, i.e., is P,y = I2R;,, where P, is the radiated
power in the far field and R;, is an antenna’s input resistance.
The reciprocity required of receiving and radiation patterns is
another example. Perhaps the most convincing, at least in
terms of the numerical modeling error, is a boundary-condition
check, which for a perfect electrical conductor should produce
J|Eganl-sds << J|Ejnl.sds.

B1. Convergence Tests--Convergence tests are a widely used
kind of internal check, because they can be fairly easy to imple-
ment and can provide appropriate reassurance that a given

model has been sampled finely enough. However, convergence
to the “correct” answer cannot be guaranteed, and furthermore
the associated matrix can become more and more ill-condi-
tioned with increasing N. In the case of the thin-wire approx-
imation, for example, nonphysical current and charge oscilla-
tions can occur if the segment length is made less than the wire
diameter. Misleading results like those shown in Fig. 1 (these
and other model results presented here come from NEC [6]
unless otherwise indicated) can also be obtained, due to the fact
that the conductance is a more-stable quantity than is the resis-
tance, as well as the fact that the source model can introduce an
additional effect having nothing to do with solution conver-
gence per se.

It's worth pointing out that the trends seen in Fig. 1 can
themselves be modeled, either from a curve-fitting viewpoint,
which is less desirable although possibly beneficial, or based on
the underlying physics, the latter using a general approach
called model-based parameter estimation (MBPE) [7]. For
example, the dependence of the susceptance on N when the
excitation is confined to a single segment, can be approximated
by B(N) = X + Y/[Ln(L/N)], the model, which is based on
knowledge of the feed-point (or gap-width dependence). The
parameters, X and Y, are estimated from samples of B for two
(or more) values of N. For the results shown in Fig. 1b, X =
1.025x104, Y = 2.x10-3. No comparable model is needed for
the conductance because it is relatively insensitive to the source-
region details, stabilizing here at about N ~ 10. If the source
region is maintained at a constant width, the conductance is
effectively independent of the number of unknowns, while the
susceptance is nearly so beyond N ~ 20 or so.

B2. Boundary-Condition Checks--Errors in the continuity of
tangential fields at a material surface (boundary-condition
error) probably provide the most rigorous internal check that
can be made of a computer model. For a perfect conductor this
might be most simply done by examining the induced or total
tangential electric field on the object’s surface as in Fig. 2. The
total field, for example, provides the relative error in the
boundary field when compared with the magnitude of the exci-
tation field. Alternatively, the normal power flow to the surface
(due to a nonzero electric field) yields an error measure that can
be compared with the power supplied by the exciting field.
This kind of measure can be used in a local sense for adaptive
modeling by indicating where the power-flow error is larger
than some acceptable value, thus indicating that additional
sampling of the boundary current and tangential field is need-
ed there. When integrated over the entire boundary, a global
measure of the power-flow error is obtained. If the boundary-
field error is examined more finely over the entire surface of an
object being modeled than used for the model itself, this can
require more computation than that needed to fill the imped-
ance matrix. Thus, using it may be reserved for those situations
where a new problem is being modeled or where it’s suspected
that the numerical results are unreliable. Fortunately, the
boundary error wouldn't usually need to be examined over the
entire object, but can, instead, be restricted to those areas
where it’s thought to be most required, the source region of an
antenna, for example.

B3. Model-Based Parameter Estimation--Another applica-
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tion of MBPE to CEM is to develop an estimate for the uncer-
tainty of a computed observable by checking the consistency of
data for that observable with Maxwell’s equations [8]. The
approach may be compared to using linear regression to assess
the accuracy of data that should fall on a straight line. In the
case of an electromagnetic observable, however, a straight line
is an inappropriate fitting model. Rather, the fitting model
should represent the behavior expected on physical grounds.
For example, an EM frequency response is well-approximated
by a pole series, or more generally, a rational function. The
MBPE data-uncertainty check also requires that the data is
over-sampled with respect to its rank. One approach involves
computing the parameters of the fitting model from a subset of
the data, and then using the difference between the fitting
model and the remaining data to develop an uncertainty esti-
mate. Another involves using all of the data, and obtaining a
least-squares solution for the fitting-model parameters, with
the difference between the fitting model and the entire data set
providing the uncertainty estimate.

An example of the former approach is illustrated in Fig. 3,
where the observable is the circumferential current on the front
side of a PEC infinite cylinder illuminated by a normally inci-
dent plane wave. Five overlapping rational functions of fre-
quency were used to obtain the result shown, having numera-
tor-polynomial orders or 3, 4, 3, 4, and 3 respectively with cor-
responding denominator polynomials orders of 4, 5, 4, 5, and 4,
requiring a total of 16 data samples (shown by the large open
circles). The data samples used by each fitting model are 1-8, 1-
10, 3-12, 5-14, and 5-16, having additive random noise relative
to the maximum of 10%. Aside from the region ka < 1, the
unused data is seen to be rather randomly distributed about the
average fitting model with the overall average absolute excur-
sion being 0.083. Numerous other computer experiments on
various kinds of data [7,8] exhibit similar results, indicating
that MBPE can be used to estimate the uncertainty of CEM data
with reasonable reliability. Note also that the MBPE approach
not only provides an estimate for the data accuracy, but yields
an estimate for the actual response from the noisy data.

Model-Based Parameter Estimation (MBPE) can also be used
to obtain a continuous estimate of an observable to a specified
uncertainty when performing computations or making mea-
surements. An example of using an adaptive version of MBPE
to estimate the radiation pattern of a uniform aperture is shown
in Fig. 4. In this particular example, the specified acceptable
uncertainty in the estimated pattern was increased from 0.1 dB
to a maximum of 3 dB as the pattern level reached -30 dB, but
other schemes could also be used. The “fitting model” used here
to implement MBPE consists of a small number (usually less
than 10) of discrete sources whose strengths are obtained from
samples of the far field over 13 overlapping observation win-
dows. It can be seen that the estimated pattern lies between the
upper- and lower-bound estimates shown by the open and
closed circles, respectively.

C. External Checks

External checks are those that employ data not generated
within a modeling code itself, using the analytical proper-
ties of Maxwell’s equations and solutions thereof, numeri-
cal results from other computer models, and experimental
measurements.
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Figure 4. MBPE is used here to develop an estimate of the

radiation pattern of uniform aperture to a specified uncer-
tainty. The data samples used are shown by the large open
circles, the solid line is the average of the 13 fitting models
employed, and the small solid and open circles show upper-
and lower-bound estimates for the average fitting model.

C1. Using Analytical Results--Since there are relatively few
closed-form solutions available for which results can be
obtained to essentially arbitrary accuracy, analytical checks do
not provide a rich source of external checks for validating
model accuracy. Perhaps the most important role of analytical
results in validating computer models is in such areas as ener-
gy conservation, reciprocity, etc., included in this discussion as
a part of the internal checks available for validating a code.

C2. Using Numerical Results--Many analytical and numeri-
cal choices must be made in developing a computer model, one
being whether a time-domain or frequency-domain formulation
will be used. Next, the field propagator must be chosen, among
the possibilities being a Green’s function, the Maxwell curl
equations, a modal description or the geometrical ray theory
and diffraction. As part of the numerical treatment, the basis
and weight functions must be selected, as well as the numerical
implementation, point sampling vs. a Galerkin procedure, for
example, followed by how the resulting equations are to be
solved. For these and other reasons, model inter comparability
is not always straightforward. But, if two, or more, computer
models are to be compared quantitatively, ways of comparing
their results are needed. Since CEM models can vary in any of
the ways outlined above, it's often necessary that the results
from one be transformed into the framework of the other, or per-
haps, both transformed into a third reference system. Once com-
parability issues are solved, literally any quantity computed by
a modeling code can serve as an external check for another code.

C3. Using Experimental Data--Finding that computed
results agree with experimental data to within an acceptable
error band is probably the most satisfying kind of check for a
modeler, and the one most convincing to others as well. But,
experiments are themselves subject to uncertainty, not only
with respect to the actual measurement, but in terms of
whether the object under test is itself fabricated correctly. It’s
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Figure 5. MBPE is used here to estimate the accuracy of
measured data. The average of five fitting models is shown
by the solid line as obtained from data samples indicated
by the large, open circles. The unused data is shown by the
solid points, with its deviation about the average fitting
model multiplied by 3 to show the difference more clearly.

highly advisable that the modeler be acquainted with the
details of the experiment. A number of personal examples
could be cited, one of which involved the radar cross section of
a long, thin wire. Initial comparison of the measured and com-
puted results showed the two sets of data to be qualitatively
similar, but with a systematic shift in angle between them.
Further inquiry disclosed that the test “wire” was so thin as to
be threadlike, and thus was taped on a Styrofoam rod to main-
tain its shape. Upon repeating the computation at a higher fre-
quency shifted by the square root of the rod’s relative permit-
tivity, the difference between the two sets of results were sub-
stantially reduced.

An application of MBPE [8] for estimating the accuracy of
experimental data to determine its suitability for validating
computed results is illustrated in Fig. 5. Here the RCS of a
metal cube provides the test data [9], where the fitting model is
again a rational function of frequency. The maximum estimated
error can be seen to be about 5% of the maximum RCS, indi-
cating that this data could be used to validate computed results
to this order of uncertainty.

VII. ERROR STATEMENTS

It’s appropriate to ask, in considering the problem of deter-
mining the accuracy of a modeling code, “Of what value are
numerical results of unknown accuracy or uncertainty?”
Numerical results of unknown accuracy are likely to be mis-
trusted or misused. It’s risky to make expensive design deci-
sions based on results whose accuracy is uncertain, while on the
other hand it’s equally risky to accept unproven results as being
correct. But, expecting error statements to be included with
numerical results shouldn’t represent an undue burden to the
modeler. Observe that the sought-for numerical accuracy need-
n't greatly exceed the resolution or dynamic range of real-life,
practical applications. For example, if the application needs
only 3 dB accuracy, is it worthwhile to do modeling computa-
tions to 0.1 dB accuracy? Or, if a 2-deg null location isn’'t mea-
surable, is it appropriate to demand this resolution from a com-
puter model? Or, if impedance variations < 10% aren’t observ-
able, is it necessary to seek 1% accuracy in the model results?

Of course, were cost not an issue, then it would be reasonable
to perform every model computation to as high an accuracy, or
to the least uncertainty, as possible. But this situation is rarely,
if ever, the case. The point to be made is that the accuracy
sought in the model results should be commensurate with the
intended use to be made of them.

A. Specifying CEM Results Accuracy--

The Way Things Are Now

Accuracy and validation statements made in oral presentations
and in written publications are inadequate when they say
things like “the results are in good agreement with . . . ,” the
“model is highly accurate,” “excellent results are obtained,”
etc., as is now almost universally the case, because they are not
quantitative. What the author means by such subjective state-
ments and what the reader might conclude in looking at the
same data can be very different. It’s fair to ask, if the author
won't/can’t at least estimate what the uncertainty is in the
results being presented, why the material should be published
in the first place?

B. Specifying CEM Results Accuracy--

The Way Things Ought to Be

More useful objective, and quantitative, statements might
instead say “the error in the peak gain < 0.5 dB,” “nulls in the
scattering pattern are located to within 2 degrees,” “the RMS
difference between the computed input impedance and experi-
mental measurement is less than 3 dB over a 2:1 frequency
range,” etc. These statements should also be accompanied by an
explanation about how these conclusions were reached if that is
not obvious from the statement itself. Finally, some commen-
tary should be included about what kind of sampling density
is needed in the model to achieve the estimated accuracy, what
kind of operation count and frequency-scaling law is associated
with getting these results, the associated storage required and
its frequency dependence, and the anticipated increase in the
cost to decrease the error further.

In this context, it’s also relevant to observe that a computer
model can only be regarded to be validated for problems already
solved. Even small changes in parameters and problem type
might result in large changes in the code’s performance. The
“tolerability” to parameter changes may be sensitive to the par-
ticular application, but can also depend on the user’s perception,
experience and expectations. Therefore, validation and report-
ing estimated accuracy are integral, ongoing aspects of using
any modeling code, no matter how extensively used it is. One
way of reporting accuracy or uncertainty is the use of error bars
or their equivalent. Error bars, or a range where the correct
result is estimated to lie within some specified confidence level,
have been traditionally used for experimental data. The error
bar provides an indication of the experimentalist’s confidence in
the results, gives a quantitative idea of their anticipated repro-
ducibility, and indicates the degree to which the results are
thought to be reliable. What has proven to work well in the
experimental world should at least be considered for its possible
adaptability to the computational world. How this might be
accomplished may need considerable work, but it’s high time
that a start be made to deal with the problem.

It's also preferable that error measures be related to the
intended use of the results. For example, the consequences of
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making design decisions based on less-accurate data should be
balanced against the cost of increasing the model accuracy. The
variational dependence of far-fields on boundary sources, as
opposed to an antenna’s input impedance being sensitive to the
the source distribution near the feed point, can reduce the accu-
racy needed when only a radiation pattern is of interest. Advan-
tage should be taken of the possibility that at times order-of-
magnitude estimates may be acceptable in the early stages of
developing a design, whereas the final cut may require tenths-
of-dB confidence levels. A fact that CEM modelers should
always keep in mind is that cost-uncertainty tradeoffs are inher-
ent in numerical modeling.

Aside from applications relevance of establishing the uncer-
tainty of numerical results, it is important when such data is
intended for distribution to others through reports, papers and
articles. A community-wide policy of requiring quantitative
accuracy statements is the only responsible course in the long
run. It would force CEMers to confront an issue now mostly
avoided. It would “level the playing field,” by not disadvantag-
ing those few who now do report the uncertainty in their mod-
els. It would reassure the sponsors and customers of CEM soft-
ware that the developers are tackling the problem and not leav-
ing it to inexperienced or uniformed users alone to handle.
Finally, it would return to the ethics of traditional science where
quantitative results were considered unacceptable unless accom-
panied by error estimates.

C. A Recommended Policy for Describing Model Accuracy
These observations suggest the need for a new policy in the EM
community that explicitly addresses accuracy and uncertainty
in a flexible, uniform, consistent and fair manner. It should be
flexible enough to permit a variety of acceptable choices to
accommodate the varied resources available to those presenting
results. It should be uniformly implemented so that equivalent
information will accompany all the forms in which CEM
results are communicated, to ease both the reviewers’ and read-
ers’ evaluation of the material and to ensure consistency in the
results presented. Lastly, it should be imposed fairly, in that a
“good-faith” effort at compliance is acceptable while not
requiring all authors to address the issue in the same way.

Repeating a proposal originally made to ACES and the AP-
S [10], and subsequently adopted by the AP-S Magazine, | sug-
gest that some sort of formal validation policy be implemented
in CEM. As a requirement for publication, any material
including computed results must address the question of their
validity/accuracy/uncertainty by including the following two
statements:

1) “The results presented here are estimated to be accurate to
,” where quantitative statements such as: “The error
in peak gain is < 0.5 dB; “Nulls in the scattering pattern are
located to within 2 deg; “Input impedance is obtained to
within 5 ohms; “The RMS difference between the two sets

of data is 1 dB”; etc. are made.

2) “This estimate is based on using the following kind(s) of val-
idation exercise(s) ,” where whatever experimental,
analytical and/or computational validation that has used is
summarized.

or their equivalent, where point 2) could use anything the

author wishes, including citing personal experience as a justifi-
cation for the accuracy claimed. Information also should be
required for the modeling parameters that are used, since these
are intimately related to accuracy, using statements such as:

“Nominal sampling densities required to achieve these esti-
mated accuracies are ,” where wavelength-dependent
and/or geometry-dependent values are given.

“The dependence of the operation count on frequency, f, need-
ed to exercise the model reported here is estimated nominally to
be Afx, . .. ” or some equivalent statement, where numerical val-
ues for A and x are given. Giving computer running times is use-
ful, but that alone is not enough because there is such a variation
in computer architectures that model-to-model comparison
based on running time is not very informative.

“The variable storage need to exercise this model is estimat-
ed nominally to be Bfy,” where again numerical values for B and
y are given.

Finally, articles presenting numerical results should not limit
such data entirely to a graphical format. While obviously useful,
graphs are not very convenient for making quantitative compar-
isons with other data. It should be required that the data in at
least one of the graphs should also be presented in tabular form.

VIIl. CONCLUDING COMMENTS

For various reasons, computer modeling remains more art than
science. Approximations and/or limitations are intrinsic in the
process from the conceptualization and formulation steps
through the computation and validation. A numerical model
usually only approximates the physical reality of interest, e.g.,
by replacing a curvilinear structure with a piecewise linear
boundary which results in a physical modeling error, while its
subsequent solution is also approximate since only a finite
number of unknowns (N) can be used, resulting in a numerical
modeling error. A number of practical questions thus arise in
connection with employing such models. Among them are
how does the matrix condition number vary with N, and how
does the solution accuracy depend on the condition number,
the computation precision and N? How small can N be made
while achieving acceptable accuracy, how few computer opera-
tions will be required, and how are these factors affected by the
formulation and numerical treatment? Of the three principle
attributes of a computer model, accuracy, efficiency, and utili-
ty, accuracy remains the most important with respect to
obtaining results that are useful for practical applications.

The accuracy or uncertainty of computed results can be test-
ed using internal checks within a modeling code and/or exter-
nal checks using data from independent sources, with either
employing local and global error measures and near- and/or far-
field quantities. These error measures can utilize analytical,
numerical and experimental data, the goal being to demonstrate
that the numerical results exhibit behavior consistent with
Maxwell’s equations to a degree of accuracy commensurate with
the intended application. Such measures would evaluate the
degree to which reciprocity, energy conservation, boundary con-
ditions, etc. are satisfied, ideally as built-in user options in the
modeling software. Finally, authors publishing results obtained
from computer modeling should quantitatively address valida-
tion to let the reader know how accurate the modeler believes the
results are and what computer resources are needed to get them.
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Transmission Line Fault Analysis Using a Matlab-
Based Virtual Time Domain Reflectometer Tool
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Abstract

Fault detection and identification along a finite-length transmission
line, using a Matlab-based virtual time domain reflectometer that was
recently introduced, is discussed. Estimation of complex loads based on
the analysis of transmission line signal in time, frequency and Laplace
domains are presented.

Keywords — Transmission lings, time domain reflectometer, FDTD,
MATLAB, simulation, visualization, fault detection, Laplace transform

1. Introduction
Investigation of the time domain (TD) responses of signals
along transmission lines (TLs) requires solving the well-known
TL equations derived either from Maxwell’s equations or by
using TL circuit models (a typical two-wire TL, and a circuit
model in terms of primary parameters R[2/m], L[H/m],
C[F/m] and G[S/m] per unit length are sketched in Fig. 1).
Such an approach should take into account physical parameters
of the TL, the excitation, and the termination. The corre-
sponding test/measurement method and the instrument are the
TD reflectometry and the TD reflectometer (TDR), respective-
ly [1]. The TDRs are used to locate and identify faults along all
types of cables such as broken conductors, water damage, cuts,
smashed cables, short circuits (SC), or open circuits (OC), etc.
The TDR principle is simple; a generator injects a pulse down
to a TL, and reflections from discontinuities and/or termina-
tions are recorded. The distance between the generator and a
fault is measured from the time delay between the incident
pulse and the echo. Also, detailed analysis of the echo signal
can reveal additional details of the faults or reflecting objects.
Parallel to the developments in computer technology and the
experience gained in programming, also because of the sharp
increases in costs of electronic devices/systems, virtual labs have
become very attractive in electrical engineering (EE) and educa-
tion. A set of virtual electromagnetic (EM) tools has been intro-
duced [2-6] for the last couple of years to assist engineers, edu-
cators, as well as students, from propagators to antenna solvers,
radar cross section (RCS) predictors to EM compatibility (EMC)
simulators, etc. The most recent virtual tool is the TDRMeter
simulator [7] which solves the TD TL equations
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(v(x, t) and i(x, t) are the space- and time-dependent voltage
and current, respectively), by using the finite-difference time-
domain (FDTD) approach as:
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The integers, k and n, respectively, represent spatial (x) and
time (t) indices, so that physical space and time values are specified
via v(x, t+ At/2) = v™2(k) and i(x, t) = i"(k) by using
Xk = K x Axand t, = n x At (At/2 delay between voltages and
currents arises from the leap-frog scheme [2]).

The FDTD derivation of the TL equations, discretizations of
the source and load nodes under different termination condi-
tions with the help of node voltage and/or loop current methods,
and the design principles and details of the Matlab-based virtu-
al TDRMeter were discussed in [7]. Here, fault detection/iden-
tification along a TL, and predicting various complex termina-
tions by using the virtual TDRMeter tool is presented. First,
the TDRMeter is reviewed in Sec. 2. The TL echo analysis based
on both Fourier and Laplace transformations are summarized in
Sec. 3 together with characteristic examples and fault detec-

Figure 1: (a) Finite length transmission line, the time
domain voltage source v¢(t) and source resistor Rg, termi-
nated by a complex Z, load, (b) its loss-free equivalent cir-
cuit. L [H/m] and C [F/m] are unit length inductance and
conductance, respectively.
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Figure 2: The front panel of the TDRMeter package, par-
allel RC termination, a rectangular pulse traveling
towards the load (a 50€2 transmission line, R;=100€2, pulse
width=400ps, R =10Q, C| =5pF).

tion/identification tests. Finally, the conclusions are outlined in
Sec. 4 (it is strongly advised to the reader to review basic TL
theory before proceeding to further discussions, see for example,
[2, 8, 9] and their references).

2. The Matlab-Based Virtual TDRMeter Tool?!
The TDRMeter virtual tool [7] is a multi-purpose numerical
package designed with Matlab 6.5. The front panel of the
TDRMeter is given in Fig. 2. There are four input data blocks
on top of the panel. The user supplies the unit-length TL para-
meters on the left (from which the characteristic impedance is
automatically displayed). The mid-Ileft block is reserved for the
generator parameters. The user may select one of three differ-
ent source types -- Gaussian pulse, rectangular pulse and a trape-
zoidal pulse -- from the pop-up menu, and supply pulse dura-
tion and rise/fall times (if the source is trapezoidal). The inter-
nal source resistor is also supplied inside this block. The pulse
length of the Gaussian voltage source is automatically selected
according to user-specified line-length and other discretization
parameters (as explained in [7]). The user may choose long
pulse durations (i.e., at least longer than the total TL travel
time) and simulate a step voltage source. The third block on mid-
right is used for the specification of the load; the selection in
the pop-up menu of this block includes a resistive load, a par-
allel combination of resistor/capacitor, a serial combination of a
resistor/inductor, serial and parallel resonance terminations.
Based on the selection, the user is asked to supply RLC ele-
ments of the load in the activated data-boxes. The last block at
the right is used for the fault specification. The user is allowed
to change unit-length admittance and/or conductance (the user
can define and add other types of faults by modifying the M-
file). The TL length, observation point, and the number of sim-
ulation steps are supplied at the right top of the front panel
together with the runtime buttons.

The output of the TDRMeter is given via two different plots.
The incident voltage pulse and reflected echoes (if they exist)
along the TL at any instant is automatically displayed on the
reserved window as movie frames (see Fig. 2). Signal vs. time at
the specified observation point may be displayed in another plot
which becomes visible by pressing the “Plot Sig. vs. Time” but-
ton after the TD simulations. Pressing this button automatical-
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Figure 3: (a) Signal vs. time at 0.1m observation point on
the SC terminated, 50Q2 TL with a G-type fault at 0.3m
(G¢=4 S/m), Gaussian pulse (Rg=50€), (b) The sketch of

the problem.

ly saves signal vs. time data into a file named “SigvsTime.dat”
for further off-line signal analysis. The counter at top-right dis-
plays the number of time steps left during the simulation.

The popup menu at the right top contains a key selection.
The TDRMeter can be used either as a TL simulator, or a TD
Reflectometer. By default, the selection is TL simulator. The user
specifies all input parameters and runs the tool to visualize time
domain TL effects and or analyze the recorded signals. The
TDRMeter option may be used for fault detection/identification
purposes. TDRMeter is designed in a way that the user specifies
only the TL and generator parameters. Once the TDRMeter
option is selected, the termination and fault blocks disappear.
The load is selected automatically and randomly, and a fault is
introduced at an arbitrary point along the TL, so the user can
find out its type and/or numerical values (if possible) by only
observing/analyzing the output plots, e.g., signal vs. time on a
selected TL point. The user may do blind tests and observe
problems along the TL after specifying the TL and source para-
meters and starting the simulations, by pressing the Run button.
The results of these blind tests (i.e., randomly generated para-
meters) re-appear when the user re-selects the “TR Line” option
at the end of the simulations. In this way, the user can check his
results against the data displayed on the front panel of the
TDRMeter.

The plot in Fig. 2 belongs to a 502, 0.5m loss- and fault-
free homogeneous (uniform) TL excited with a rectangular pulse
having 400ps pulse-duration, internal resistor, and terminated
by a parallel RC load (R. = 102, C, = 5pF).The unit length
inductance and capacitance values are 250nH / m, and 100 pF /
m, respectively (the corresponding characteristic impedance is
Zy = /L/C = 5082), the speed of voltage and current waves
along the line is v = 2 x 108m/s. The TL is divided into 100
nodes, therefore, Ax = 5mm. The time step At is calculated to
be At = Ax/v = 25ps. With this choice, the voltage (or cur-

L visit http://Aww3.dogus.edu.tr/Isevgi to download TDRMeter package (click on EMC Virtual Tools to download TR_LINE_GUI). Requires Matlab software to use.
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Figure 4: Signal vs. time for the resistive termination
showing the incident rectangular pulse and the echo
(reflected pulse) along a 502, 0.5m TL (pulse
length=400ps, R¢=50€2, R| =350¢2).

rent) pulse propagates one node at a time; therefore, it will take
100At for the injected pulse to reach the load. The total of
400At will result in two reflections from the load and two
reflections from the source ends.

Fig. 3a shows the signal vs. time plot (at 0.1m) of a typical
scenario where a 50€2, 0.5m loss-free SC TL excited by a Gauss-
ian pulse generator with 50€2-internal resistor (i.e., matched
source) with a G-type fault at 0.3m (G = 4 S/m). In this case,
incident voltage pulse reflects not only at the load, but also from
the fault point in either direction. The sketch of this scenario is
drawn in Fig. 3b with the identification of the first three echoes
(identification of the other 3-echoes is left to the reader).

3. The TL Echo Analysis
The TDRMeter tool can be used to teach, understand and visu-
alize the TD pulse characteristics and echoes from various dis-
continuities/terminations, and fault types and locations can be
predicted. The simplest method is to predict the length of the
TL (for the case of resistive discontinuities/termination) by
measuring the transit time between the incident pulse and the
echo (if separated in time). Distinguishing the end- and fault-
reflected pulses in time, measuring delays among them and
marking the maximum amplitudes are enough for this purpose.

An example is given in Fig. 4. A50€2, 0.5m loss- and fault-
free uniform TL, matched generator at the left end, and
RL = 3502 resistive load at the right end, is excited with a rec-
tangular pulse having 400ps pulse-duration. The figure shows
signal vs. time recorded at mid point of the TL. The time-delay
between the two pulses gives the distance from the observation
point to the end of the TL. The transit time to the first pulse
gives the distance from the generator to the observation point.
The ratio of the pulse amplitudes is 0.75 and corresponds to the
modulus of the voltage reflection coefficient, which can easily
be verified from

350 — 50

VAR
N7z ~ 3ot 07 @

Unfortunately, this method does not work for complex faults
and/or terminations as given in Figs. 5a and 5b, which show sig-
nal vs. time variations for serial RL (R = 502, L, = 250nH)
and parallel RC (R_ = 502, C. = 5pF) complex loads, respec-
tively (other parameters are: Ry = Zy = 50€2, TL length=0.5m,
rectangular pulse duration=700ps). Although the shape of the
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Figure 5: Signal vs. time at mid point of a 50Q2, 0.5m TL
under (a) serial RL termination (R =50€2, L =250nH),
(a). parallel RC termination (R =502, C| =5pF). Matched
termination is used at the source (Rs=50€2). Pulse
length=400ps.

echoes gives clues on the type of termination (e.g., inductive load
basically affects the DC portion of the echo pulse, but rise and fall
times are affected by the capacitive load), the amplitudes certain-
ly cannot be used to calculate/measure the reflection coefficient.

3.1 Analysis in the Fourier (frequency) Domain
The standard Fourier transform (called FFT) procedure for the
complex loads is as follows:
< Discriminate incident and reflected pulses in time,
e Move to the frequency domain by applying fast Fourier
transformation (FFT),
e Ratio the reflected pulse to the incident pulse within the
source frequency band.
An example of the FFT procedure is given in Fig.6. Here,
a fault-free 0.5m-long 502 TL is connected to a matched
generator at one end and to a parallel RC load
(RL = 50€2, C_ = 10pF) at the other. The plot in Fig. 6a shows
signal vs. time recorded at mid point of the TL where one can
easily discriminate incident and load-reflected pulses. Applying
the FFT procedure yields the voltage reflection coefficient vs. fre-
quency as given in Fig. 6b. The solid and dashed lines in the fig-
ure represent the results of the FFT procedure and the analytical
exact solution obtained from (1), respectively. Excellent agree-
ment shows the power of the procedure. As expected, the capac-
itor is OC at DC and low frequencies and reflection coefficient
is zero (since R = Zp = 50%2). On the other hand, the capaci-
tor acts as SC and the modulus of the reflection coefficient
approaches to 1 (actually, taking the real part after the FFT
yields ' = —1).
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Figure 6: (a) Signal vs. time at mid point of a 5002, 0.5m
TL under parallel RC termination (R =50€2, C| =10pF).
Matched termination is used at the source (R=50L2). Pulse
length=400ps, (b) Voltage reflection coefficient vs. frequency
obtained with the FFT procedure; Solid: TD simulation
result, Dashed: Analytical exact solution.

Another example is given in Fig.7. The same fault-free,
0.5m-long, 502 TL is connected to a matched generator at one
end and to a parallel resonance circuit at the other (R = 50%2,
CL = 5pF, L. = 10nH). Fig. 7a shows signal vs. time recorded
at mid point of the TL. The voltage reflection coefficient vs. fre-
quency obtained after the procedure explained above is shown
in Fig. 7b. The solid and dashed lines in the figure represent off-
line FFT results and analytical exact solution, respectively. As
expected, the reflection is minimal at the resonance frequency of
about 711 MHz calculated from f, = (27 /L. CL) L.

It should be noted that one can still apply the FFT procedure
even when the pulses cannot be discriminated in time. In this
case, the TD simulations should be repeated twice: first along
the TL with the unknown termination, then along the TL with
matched termination. The incident plus reflected pulses are
recorded in the first simulation, while only the incident pulse
exists and is recorded in the second run. Subtracting the second
from the first will yield the reflected-only pulse, and then the
FFT procedure may be applied.

3.2 Analysis in the Laplace Domain

The shape of the echo may be used to predict the nature of the
mismatch along the TL. One method is to use the Laplace trans-
formation to obtain time variation of the echo S,(t) analytically
(see [9] for details). The procedure is as follows:

* Derive the Laplace transform of the generator (e.g., Vi/s for

Figure 7: (a) Signal vs. time at mid point of a 502, 0.5m
TL under parallel RLC termination (R =502, C| =5pF,
L =10nH). Matched termination is used at the source
(Rg=5092). Pulse length=400ps, (b) Voltage reflection
coefficient vs. frequency obtained with the FFT procedure;
Solid: TD simulation result, Dashed: Analytical exact
solution.

the step voltage V).
= Write down the voltage reflection coefficient in the s-domain
(for example, (I'() = RL 4+ s.L — Zo) / (RL+ sLL + Zo)
for a serial RL termination).
Multiply these two, take the inverse Laplace transform of
the product, and derive s:(t) analytically.
For example, s;(t) for the serial RL termination is derived as

RL_ZO> ( RL_ZO> _t}
s =Vi|(1+ +(1-=—=")e V|,
r(® '[( RL+ Zo R+ Zo
L
T = L (4)
R+ 2

Here 7 is the time constant. Similarly, the s;(t) for the par-
allel RC termination is

o\’ RL_ZO .t
sr(t)_\/.[(1+RL+ZO)+(1 ¢ )],
L

R+ Zo

Another method -- without resorting to the Laplace trans-
form -- is to observe the echo signal in time at the time limits,
i.e., at t =0 and when t — oo (here, t = 0 corresponds to the
instant that the incident pulse hits the load). For example, the
inductance of a RL load combination, initially acts as an infi-

X C|_. (5)
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Figure 8: (a) The sketch of the Laplace procedure; predic-
tion of the inductive load from the time signature of the
echo by measuring the time constantz, (b) Signal vs. time
(step response) at mid point of a 502, 0.5m TL under ser-
ial RL termination (R =50Q, L =27nH). Matched termi-
nation is used at the source (R;=50Q2). The value of the
inductor calculated from the plot is 26.2nH.

nite-impedance (OC) and full reflection occurs at . Its current
builds up exponentially with time and acts SC as t — oco. Fig.
8a sketches this scenario. A step voltage with amplitude V
becomes 2 x V; when hits the serial RL pair connected parallel
to the TL marked as t = 0 in the sketch. Then, the voltage
exponentially decays and approaches to

R.— 2o
A (1 TR+ Zo)

as t — oo. An example obtained with the TDRMeter is given
in Fig. 8b. Here, signal vs. time of a fault-free, uniform, 0.5m-
long 50€2 TL, connected to an ideal generator (R, = 0S2) at
the left end, and a serial RL load at the other with R, = 502
and L. = 27nH, is shown. The response of the unit-amplitude
step voltage at mid point of the TL is recorded and is plotted in
the figure. Since R = Zy = 50€2, the final voltage value is
also 1V. The time delay between 2V (at 3.8 ns) and 1.368V (at
4.062ns) is read from the “Sigvs. Time.dat” file, and found to be
t = 0.22ns. Using the time constant ¢ equation given inset of
Fig. 8a, the inductance value is calculated to be L, = 26.2nH.

The capacitor value for the parallel RC combination may also
be predicted from the time signature of the echo. A parallel
capacitor load initially acts as a SC termination so full reflection
with 180° phase difference occurs at t = 0. The capacitor volt-
age builds up exponentially with time and acts OC as t — oo.
Fig. 9a sketches this scenario. A step voltage with amplitude V,

I
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Figure 9: (a) The sketch of the Laplace procedure; predic-
tion of the capacitive load from the time signature of the
echo by measuring the time constantz, (b) Signal vs. time
(step response) at mid point of a 502, 0.5m TL under
parallel RC termination (R =502, C; =50pF). Matched
termination is used at the source (Rg=50€2). The value of
the capacitor calculated from the plot is 49.4pF.

drops to OV when hits the parallel RC pair (marked ast = 0 in
the sketch) (note that Vi = Ry/(Rs + Zo)). The voltage increas-
es exponentially and approaches to
RL— 2
v (1 * R.+ Zo)

as t — oo. Another TDRMeter result is given in Fig. 9b.
Here, signal vs. time of a fault-free, uniform, 0.5m-long 502
TL, connected to a Ry = 502 -generator, and a parallel RC
load (R. = 50€2, C. = 50pF), is shown at mid point. Since
RL = Zy = 502, the initial and final voltages are both 0.5V.
The time instants marked with t = 0 and t = 7 in the figure
are extracted from the “Sigvs.Time.dat” file as 3.775ns and
5.01ns, respectively. This results in a time constant of
t = 0.24ns. Using the T equation in Fig. 9a inset, the value of
the capacitor is calculated to be C, = 49.4pF.

Very often, the TLs suffer more than individual inductive or
capacitive termination effects, and resonances occur. Fig. 10 and
11 illustrate signal vs. time variations of terminations with ser-
ial and parallel resonance circuits, respectively. For these kinds
of terminations, the Laplace transformation procedure may also
be applied and analytical expressions of the echo signal may be
derived. Although the values of LC elements may not be pre-
dicted from the exponential variations directly, as done for the
serial RL and parallel RC terminations above, the values may
still be predicted by the application of different types of curve
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Figure 10: Signal vs. time at mid point of a 50Q, 0.5m TL
for a step voltage source under serial resonance termination
(2, =509, L =5nH, C| =5pF, R;=50Q2).

fitting methods, and/or novel algorithms such as artificial intel-
ligence, genetic algorithms, etc.

4. Conclusions

Fault detection/identification along TLs with the use of time
domain reflectometer method is reviewed. Recently introduced
Matlab-based virtual TDRMeter tool is used for characteristic
illustrations.

The TDRMeter virtual tool can be used to teach, understand,
test and visualize the TD TL characteristics, echoes from various
discontinuities and terminations. Inversely, the types and loca-
tions of fault can be predicted from the recorded data. Any elec-
tronic device and/or circuit includes TL lines (i.e., coaxial, two-
wire cables, parallel plate lines, microstrip lines, etc.), therefore
they have transient EM characteristics. A wide range of EMC
problems may be simulated with the TDRMeter virtual tool,
such as, conducted emissions, common and differential mode
effects, etc., both in time and frequency domains. Also, reflec-
tions due to various types of transmission structures, impedance
effects of vias, signal and power line couplings, etc., on printed
circuits with smaller and smaller dimensions make signal
integrity one of the most important and complex EMC prob-
lems. Therefore, the virtual tool may be particularly helpful for
a student or circuit designer in the evaluation of signal integrity.
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Abstract—The Sandia Lightning Simulator at Sandia National TABLE I. SLS OPERATING PARAMETERS

Laboratories can provide up to 200 kA for a simulated single light-

ning stroke, 100 kA for a subsequent stroke, and hundreds of Amperes Peak curr'ent - 200 kA, max

of continuing current. 1t has recently been re-commissioned after a Current rise time 1to5us

decade of inactivity and the single-stroke capability demonstrated. The Current rate of rise | 200 kA/ps, max

simulator capabilities, basic design components, upgrades, and diag- Pulse width (full 50 to 500us (dependent

nostic capabilities are discussed in this paper. width half on load impedance)
N I . maximum)

Keywords-lightning, full-scale lightning testing Charge transfer of a | 40 C (200 kA peak, 100

single pulse us pulsewidth)

I. INTRODUCTION Number of pulses 1or2

The Sandia Lightning Simulator (SLS) at Sandia National Interval between variable

Laboratories simulates severe lightning strikes. It can pro- pulses

duce a maximum peak current of 200 kA for a single stroke,

100 KA for a subsequent stroke, and several hundred Amperes Continuing current | 100s A for 100s of ms
of continuing current for hundreds of milliseconds. The SLS Charge transfer of | 250 C (for 500 A @ 500
is currently being re-commissioned and refurbished after a continuing current | ms)

decade of non-use. The single-stroke capability has been

demonstrated up to 200 kA. The double-stroke and continu-

ing current capabilities have been refurbished but not TABLE Il. TYPICAL STS REQUIREMENTS AND
demonstrated at this time. This paper explains the capabili- KNOWN LIGHTNING PARAMETERS [1,2]

ties and basic design of the SLS, its upgrades, and its diag-

nostic capabilities. Lightning STS Known
parameters requirements parameters

II. THE SANDIA LIGHTNING SIMULATOR Most =1 50% ) 2% | 30%

CAPABILITIES severe |level | level level

The SLS can be operated in the single-stroke or double- | Peak current’ | 200 kA | 20 kA | 140 20 kA

stroke mode, with or without continuing current. The oper- kA

ating parameters are listed in Table 1, and a SLS single | Time to peak |02us |2.0us | 12us 1.8 us
stroke is shown in Fig. 1. Test environments include direct- | ., rent

attachment lightning, (where the simulator is connected to Current rate | 100 20 100 %)

or arcs to the test object), burn-through (which incorporates i
continuing current), and nearby magnetic fields due to the | Of ise KA/us | kA/Us | kA/us | kA/us

strokes. Pulse width | 200 us | S0 us | 170 us | 45 us
Since the SLS was built largely to qualify nuclear weapon | (full width

safety components and systems, the operating parameters were | half

chosen to satisfy the more severe nuclear weapon requirements maximum)

when practical. The parameters were based on a compilation of P
various nuclear weapon Stockpile-to-Target Sequence (STS) Continuing 700A | 140A 1520 A | 140 A

specified lightning environments, which are listed in Table 2. .
Typical lightning environments known at the time of the orig- | amplitude

current

inal design, also shown in Table 2, were also considered. Because | Continuing 500 ms | 160 400 ms | 160 ms
lightning parameters are statistical in nature, the most severe current ms
and average values are shown in Table 2. duration

1 values for first strokes, subsquent strokes have lower peak currents.
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Number of 1-12 |2 10-11 |2-3
strokes
Interval
between
strokes
Total flash
duration
Total charge
transfer
Charge
transfer per
flash
Charge
transfer per
continuing

current

500 ms | 50 ms | 320 ms | 60 ms

0.2s | 850 ms | 180 ms

I5C |310C |41C

200C | I5C

110C [26C

50

] -

<50

Current (KA)

=200 0 200 400 600 800

Time (us)

Figure 1. Typical Sandia Lightning Simulator single-
stroke output.

I11. THE SANDIA LIGHTNING SIMULATOR
DESIGN
Fig. 2 shows the major components of the SLS. The left oil
tank contains the 200 kA Marx bank and the right oil tank
contains the 100 kA Marx bank. Each tank holds approxi-
mately 16,000 gallons of transformer oil for high voltage insu-
lation. For a single stroke shot, the 200 kA bank is fired into
the center section and through the output terminal into a test
object. For a double stroke, the 100 kA bank is fired at some
predetermined time after the 200 kA into the center section
and output terminal as well. Each tank uses two Marx capaci-
tor banks in parallel. The 200 kA tank has an erected capaci-
tance of 325 nF. The 100 KA tank can be configured in sever-
al different ways depending on the amount of current desired.
For the maximum peak current of 100 kA, the erected capaci-
tance is 163 nF. When fired, both banks typically erect to
approximately 1 MV. At 1 MV, the stored energy is 176 kJ in
the 200 kA bank and 88 kJ in the 100 kA bank. The actual
energy delivered to a test object is dependent on the timing of
the crowbar switch firing and the load characteristics. For con-
tinuing current, a motor / generator set is spun up and released,
generating hundreds of Amperes for hundreds of milliseconds.
The simulator outputs a unipolar, overdamped waveform to

Figure 2. The Sandia Lightning Simulator.

replicate a real lightning stroke. Marx banks are used to gen-
erate the high peak current of a lightning stroke. To achieve an
overdamped waveform into essentially a short circuit load, a
crowbar switch is used to short out the erected capacitance of
each tank at approximately the time of peak current, separating
the capacitance of the Marx banks from the load circuit. This
creates a decaying (instead of oscillating) waveform into the load
(or test object), assuming the load is inductive and resistive.
The pulse width of the load current is largely determined by the
inductance and resistance of the load. The energy delivered to
the load is dependent on the load resistance versus the total
resistance of the output circuit, including the crowbar switch.
The basic simulator circuit for each tank can be seen in Figure
3. In reality, some resistance, capacitance, and inductance are
associated with the crowbar switch and its connections. In addi-
tion, the crowbar switch is not closed exactly at the peak cur-
rent, but at some time before. Before the crowbar switch clos-
es, the simulator acts as an underdamped circuit (assuming the
load resistance is relatively small) and the Marx voltage is
approximately 90° out of phase with the Marx current. At peak
current, the output voltages across the Marx banks are zero, or
close to it. Some voltage needs to be present across the crowbar
switch electrodes to trigger the switch. Therefore, the crowbar
switch is typically triggered at a time corresponding to approx-
imately 80% of peak current. This allows sufficient voltage to
be present across the crowbar switch to reliably trigger it.
Unfortunately, this also causes some energy to be retained in the
Marx bank and not delivered to the load. The ringing that can
be seen at the current peak in Fig. 1 is due to the discontinuity
introduced by the crowbar switching.

L g L | nse
o Crowbar switch,
Ty __><Cbseattnlme=peak R Load
current

Figure 3. Basic simulator circuit per tank.
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IV. RECENT UPGRADES

There are two crowbar switches, one in each oil tank, and they
are triggered with lasers. Previously, a large Krypton-Fluoride
ultraviolet laser was used to fire both crowbar switches. The
laser light was split and routed to each tank with mirrors. This
laser was replaced with two much smaller, less hazardous YAG
lasers. The previous laser took up a small room, required han-
dling and venting of toxic gas, and routing of exposed high
energy laser light. Now, each oil tank has its own laser con-
tained in an electromagnetically shielded box on the side of
each tank, without exposed laser light or toxic gas.

The original low-voltage trigger system was replaced with
up-to-date trigger generators that are remotely set and adjusted
through a custom Labview program. The low-voltage trigger
system initiates the firing of the high-voltage Marx banks, the
lasers for the crowbar switches, and the continuing current gen-
erator. The data acquisition system was modernized to include
Tektronix TDS 7054 oscilloscopes that have multi-frame capa-
bility for the double-pulse mode and a custom Labview program
to set the scopes and retrieve data.

The building that houses the simulator was updated to meet
current environmental and safety regulations. Upgrades are
planned for the extensive gas system which supplies high-volt-
age insulating gas to the many switches in the simulator and for
automating the high-voltage control console. The high-voltage
control console sets and monitors the gas system pressures, the
high voltage power and trigger supplies, the continuing current
generator operating parameters, and interfaces to building safe-
ty interlocks. Future upgrades include replacing the continuing
current generator and installing an electromagnetically shield-
ed video system to monitor test objects during testing.

V. DIAGNOSTICS

Current and voltage measurements are taken for each shot to
monitor and diagnose the lightning simulator. These signals
are sent back to a screen room via shielded coaxial cables.
Three current viewing resistors in line with the simulator’s
return path measure the total current for each shot. The current
inside each tank is measured with current viewing resistors.
The high-voltage trigger generator signals are monitored with
a combination of current transformers and current viewing
resistors. The crowbar voltage is measured with a resistive
divider, and the trigger signal to the crowbar switch lasers is
monitored. It is important to monitor these signals because the
timing between the peak Marx bank currents and the trigger-
ing of the crowbar switches is critical. If the crowbar switch
fires too early into the rising edge of the Marx bank current,
less current than desired is transmitted downstream to the test
object, resulting in an undertest. If the crowbar switch fires too
late or not at all, the Marx bank capacitors may be damaged
due to large oscillations in the current pulse.

To minimize the electromagnetic noise generated during a
shot from interfering with test object diagnostic data, diagnos-
tics are shielded and fed through a fiber optic system back to the
screen room. Typically, the diagnostics are shielded in a metal
instrumentation barrel. Within the barrel, fiber optic transmit-
ters convert the analog diagnostic signals into optical signals,
which are sent to the screen room via optical fibers. Pictures of
the instrumentation barrel, diagnostics, and fiber optic trans-

mitters can be seen in Figs. 4 - 6. In the screen room, the opti-
cal signal is converted back to an electrical signal and fed to an
oscilloscope channel. Typical diagnostics are current viewing
resistors and transformers, Rogoswki coils (for current derivative
measurements), and common and differential mode voltage
dividers. Other compatible diagnostics are pressure transducers,
temperature sensors, and electric and magnetic field sensors (D-
Dot and B-Dot, respectively) which may be desired when expos-
ing a test object to indirect lightning electromagnetic fields.

Figure 5. Test object and diagnostics inside Instrumenta-
tion Barrel.

Figure 6. Fiber optic transmitters inside the Insturmenta-
tion Barrel.
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VI. TYPICAL TEST OBJECTS

The Sandia Lightning Simulator can be used to certify or eval-
uate hardware or to perform research. Historically, it has been
mostly used to perform safety qualification testing of nuclear
weapon components and weapon systems. However, it has also
been used for basic research such as burn-through studies of
different materials [3]. The main limitations of the facility are
that it is not portable and it is designed to operate essentially
into a short circuit. Operating the simulator into an open cir-
cuit forces all the current that would be delivered to the test
object to oscillate in the Marx banks, risking damage to the
simulator. Therefore, if test items are insulating or have a large
inductance thereby producing a large inductive voltage drop,
care must be exercised in operating the simulator.

The next suite of tests at the Sandia Lightning Simulator
include evaluating Lightning Arrestor Connectors, which are
safety components used in nuclear weapons. It is also planned
in the near future to test hazardous waste containers in a burn-
through environment, to evaluate a lightning detection system,
and to conduct concrete and rebar behavior research.

VII. CONCLUSIONS

In conclusion, the Sandia Lightning Simulator has been refur-
bished and upgraded after almost a decade of non-use. Current-
ly, the ability to simulate a severe single lightning stroke has
been demonstrated. The double-stroke and continuing current
capabilities have been refurbished but not yet verified. Test

objects can be subjected to direct lightning attachment, burn-
through, or coupling of magnetic fields due to nearby strikes. A
variety of diagnostics can be used in conjunction with fiber
optic transmitting systems, the use of which minimizes electro-
magnetic noise coupling from firing the simulator.
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