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Monday, Oct. 31  08:30-10:15 Schweitzer
N01-1: Grand Welcome Opening
M. Titov

CEA, Saclay, France

Official Conference Opening Address

Welcome by:

- General Chair

- Strasbourg Eurometropole / EU Representatives
- City of Strasbourg

- ACAL Region Government

N01-2: International Research Cooperation - a View from Japan
A. Suzuki

Iwate Prefectural University and former KEK Director, Takizawa, Iwate, Japan

- Welcome by ESFRI Representative

- International Research Cooperation - a View from Japan

- Greetings from the Japanese Diet Members

Chaired by R.-D. Heuer, Member of the Advisor Committee for Research with the European Commissioner for Research,
Science and Innovation and former CERN Director-General

N01-3: Opening of the NSS Symposium
E. Elsen', S. Kuehn®!

! CERN, Geneva, Switzerland
2University of Freiburg, Germany, Freiburg, Germany

Welcome Opening Welcome to all attendees by the NSS Program Chairs Opening of the NSS Program in Strasbourg

N01-4: Einstein's Gravitational Waves Observed
B. Barish

California Institute of Technology, California, US

Einstein predicted the existence of gravitational waves 100 years ago. They have been recently observed from a pair of merging
Black Holes by the Laser Interferometer Gravitational-wave Observatory (LIGO). The physics of gravitational waves, the
detection technique, the observation including latest results and its implications will all be discussed.

NO02: NSS Opening Plenary Il

Monday, Oct. 31  10:45-12:05 Schweitzer
N02-1: Awards Ceremony
C. Guazzoni

Sezione di Milano, Politecnico di Milano & INFN Milano, Milano, Italy
On behalf of the RISC Awards Committee

Ceremony for Awards 2016 Radiation Instrumentation Early Career Award (NSS) 2016 Glenn F. Knoll Radiation
Instrumentation Outstanding Achievement Award (NSS)

N02-2: The Next Generation of Large Neutrino Oscillation Experiments
M. Thomson

University of Cambridge, Cambridge, UK



Neutrinos are the most numerous type of matter particle in the Universe. However, these i /2ghostlyi; ' particles are incredibly
difficult to detect, mostly passing freely through matter. Nevertheless, as a result of a series of innovative large experiments in
the last 20 years, we have learnt a great deal about neutrinos. For example, we now know that neutrinos have a mass, providing
clear evidence for physics beyond the our current understanding. This achievement was recognised through the award of the 2015
Nobel prize for physics to the leaders of the SNO and Super-Kamiokande experiments for the conclusive establishment of the
phenomenon of neutrino oscillations. Much of what we know about neutrinos comes from studying neutrino flavour oscillations,
whereby one type of neutrino transforms into a different type as it propagates over a large distance.

The Deep Underground Neutrino Experiment (DUNE) is the next step in this decades long experimental programme. DUNE will
address profound question in neutrino physics and particle astrophysics. DUNE consists of an intense neutrino beam fired a
distance of 1300 km from Fermilab (near Chicago) to the 40,000 ton Liquid Argon DUNE detector, located deep underground in
the Homestake mine. In this talk I will describe the scientific aims of DUNE, focussing on the experimental challenges in
constructing an operating very large liquid argon time projection chamber detectors. I will also discuss the complementary
experimental approaches being adopted by the Hyper-Kamiokande experiment in Japan and the JUNO experiment in China.

N02-3: European Open Science Cloud
B. Jones

CERN, Geneva, Switzerland

The work of Helix Nebula [1] has shown that is it feasible to interoperate in-house IT resources of research organisations,
publicly funded e-infrastructures, such as EGI [3] and GEANT [4], with commercial cloud services. Such hybrid systems are in
the interest of the users and funding agencies because they provide greater “freedom and choice” over the type of computing
resources to be consumed and the manner in which they can be obtained. But to offer such freedom and choice across a spectrum
of public and commercial suppliers, various issues such as service integration, intellectual property, legal responsibility and
service quality need to be addressed as the next stage of a Science Cloud Strategic Plan [2]. Investigating these issues is the focus
of the PICSE project within the Helix Nebula initiative [5]. Propelled by the growing IT needs of the Large Hardon Collider and
the experience gathered through deployments of practical use-cases with Helix Nebula, CERN has proposed a model for a
European Open Science Cloud [6] which has been further expanded by the EIROforum research organisations [7]. This
presentation will explore the essential characteristics of a European Open Science Cloud if it is to address the big data needs of
the latest generation of Research Infrastructures. A governance and financial model together with the roles of the stakeholders,
including commercial service providers and downstream business sectors, that will ensure a European Open Science Cloud can
innovate, grow and be sustained beyond the current project cycles is described. References: 1 http://www.helix-nebula.eu/ 2
http://www.egi.eu/ 3 http://www.geant.net/ 4 http://cdsweb.cern.ch/record/1374172/files/CERN-OPEN-2011-036.pdf 5
http://picse.eu/roadmap 6 http://dx.doi.org/10.5281/zenodo.16001 7 http://dx.doi.org/10.5281/zenodo.34264
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N03-1: Development of the Application for Fitting Functions Using Expression Parsing
K. Neichi

Department of business administration, Tohoku Gakuin University, Sendai, Miyagi, Japan

To develop an application for fitting functions to data for analysts who do not have an experience in programming, we propose
applying an algorithm for expression parsing for evaluating the functions and the derivatives. In data analysis in high energy
physics, fitting function models to measured data is one of the standard methods to obtain the estimates of the unknown
parameters included in the function models. A ROOT is playing the important role in many analyses in high energy physics.
However, it is not easy to use the ROOT for the analysts who do not have the experience in programming. The analyses should
become easier for such analysts, so that the application with simpler interfaces for fitting functions with arbitrary expressions is
desired. To construct the application, we can use an algorithm for expression parsing which is a technique for evaluating the
expression tree of mathematical formula, for the recognition of functions. In fitting a function, we have to evaluate the first and
second order derivatives with respect to the parameters involved in the function in the iterative process for minimizing the chi
square or maximizing the likelihood. Giving the postfix form of the function in the expression parsing, the expression of the
derivatives can be derived easily corresponding to the differential law. The code is written using Java because Java is one of the
powerful languages for string manipulations.

N03-2: Magnetic Shield Olptimization of PMTs Exposed to Constant Quadripolar Fringe Fields
E. Bouguerell, P. Peaupardin’, O. Dorvaux', S. Kihel', M. Krauth', M. Ciemala?

IIPHC, UNISTRA, CNRS, Strasbourg, France
’The Niewodnicza nski Institute of Nuclear Physics, Krakow, Poland



The Photon Array for the studies of Radioactive and Ion Stable beams (PARIS) is a multidetector of clusters. Each cluster is
composed of 9 units two-shells phoswiches of LaBr3/Nal scintillators optically coupled to one photomultiplier tube (PMT).
PARIS will be used in combination with the VAMOS spectrometer at GANIL. During the experiment, PMTs will be exposed to
the constant magnetic fringe fields produced by a quadrupole. Magnetic shielding is essential to efficiently lower the magnetic
field inside the PMTs. ANSYS software allowed to simulate fringe fields produced by the quadrupole and to verify the impact of
the shield initially foreseen. Relevant obtained and forthcoming results will be used to optimize and improve the geometry of the
shield and to select the most efficient materials. They are an original illustration of the performance capability of ANSYS
software within the fields of nuclear physics, high energy physics and medical imaging instrumentation.

N03-4: Geant4 Maintainability Assessed with Respect to Software Engineering References
E. Ronchieri', M. G. Pia’, T. Basaglia3, F. Giacomini'

'INFN CNAF, Bologna, Italy
2INFN Genova, Genova, Italy
3CERN, Geneva, Switzerland

Maintainability is a critical issue for large scale, widely used software systems, characterized by a long lifetime. It is of great
importance for a software toolkit, such as Geant4, which is a key instrument for research and industrial applications in many
fields. Maintainability is related to a set of characteristics of the software, which have emerged from software engineering
practice and have been distilled into established standards. Pertinent metrics are associated with these characteristics, which
enable an objective assessment of the software maintainability. We present an extensive set of these metrics, gathered over recent
Geant4 versions with multi-threaded execution capability: they include estimates of the software size, complexity and object-
oriented design features. The collected metrics have been analyzed with various statistical methods to assess the status of Geant4
code with respect to reference values established in software engineering literature, which represent thresholds for maintainability
risk. The assessment has been detailed to a fine-grained level across Geant4 packages to identify potential problematic areas
effectively, also taking into account specific peculiarities of different simulation domains. The evaluation of the metrics suggests
preventive actions to facilitate the maintainability of the toolkit over an extended life cycle. The methodology developed for the
objective assessment of Geant4 maintainability is applicable to other large scale physics software systems as well, which could
benefit from early identification of maintainability risks to elaborate effective mitigation strategies in critical areas.

N03-5: Optimised Lambda Architecture for Monitoring WLCG Using Spark and Spark Streaming
U. Suthakar', L. Magnoniz, D. R. Smith!, A. Khan'

!College of Engineering, Design and Physical Sciences, Brunel University London, Kingston Lane, Uxbridge, Middlesex, UBS
3PH, UK
’Information Technology Department, European Organisation for Nuclear Research (CERN), Geneva, Switzerland

The Worldwide LHC Computing Grid (WLCG) serves over 170 computer centres and 3,000 physicists who execute over 2
million jobs daily, resulting in the movement of petabytes of data over the heterogeneous infrastructure. Monitoring the
computing and user activities of the LHC experiments over such a tremendously complex infrastructure is remarkably
demanding. Whereas the present solutions are traditionally based on the Oracle Relational Database Management System
(RDBMS) for data storage and processing, recent developments evaluate Lambda Architecture, in particular, data storage and
batch processing for processing large-scale monitoring datasets using Hadoop and its MapReduce framework. This paper
presents an optimised Lambda Architecture using Apache Spark technology, which involves modelling an efficient way of
joining batch computation and real-time computation without the need to add complexity to the Ul. Three models were explored
for use with WLCG Data acTivities (WDT): pure streaming, pure batch computation and the combination of both batch
computation and streaming. The results of data analytics on the Hadoop cluster using Spark batch processing and Spark
Streaming for WDT monitoring are presented, demonstrating how the new architecture can offer efficiency benefits by
combining both batch and real-time processing to compensate for batch-processing latency.

N03-6: Metal Artefact Reduction in Spectral CT Imaging for the Inspection of Tyres
C. Fournier'?, F. Mathy1‘2, V. Moulin'?, V. Rebuffel'?, L. Vergerl’2

"Univ. Grenoble Alpes, Grenoble, France
’CEA, LETI MINATEC Campus, Grenoble, France

X-ray imaging and especially CT is a suitable technique for the inspection of tyres. The problem to be solved is the distinction
between closed materials such as rubbers containing more or less additives and plastic cords. The presence of metal and the U
shape of the tyre are two important constraints for tomographic reconstruction and induce so strong artefacts that the interface
between two rubbers is no more detectable. In this paper we propose a method based on the new capabilities in counting mode of
recently emerged semiconductor based X-ray detectors, which allows the inspection of tyres in a single shot and a reasonable
time. The approach combines a material decomposition with an in-painting method to restore corrupted metal projections in the



spectral sinogram. The entire process is applied on realistic simulated data (geometry, size, noise, ...) obtained with Sindbad
software. Our results show that despite the fact that the material decomposition method increases noise, a clear contrast
enhancement between various rubbers is obtained and the strong artefacts generated by the steel bead bundle are removed.

N03-7: A New Geant4 Modeling Solution Based on CAD and Unstructured Mesh Geometries
Y. Qiu, U. Fischer, L. Lu

Karlsruhe Institute of Technology, Eggenstein-Leopoldshafen, Germany

The design of nuclear facilities and devices nowadays is frequently based on detailed 3D CAD geometries linked with analysis
codes for the provision of high fidelity spatial distributions of the physical quantities of interest. An advanced open source
modeling system has been developed to process CAD models and unstructured mesh geometries for the Geant4 Monte Carlo
(MC) toolkit. The processing of the CAD geometry data is achieved through the automatic MC geometry modeling program
McCad which also supports the MC codes MCNPX and TRIPOLI. McCad converts the CAD geometry into a new half-space
solid as well as tessellated solids. The Geometry Description Markup Language (GDML) format has been adopted and extended
to support the new solid type. The modeling of unstructured meshes is achieved using tetrahedron, pyramid, wedge and
hexahedron elements which have been developed as new Geant4 solid types. A superimposed mesh scoring capability has been
developed for Geant4 to enable the use of these mesh elements for the calculation of spatial distributions of physical quantities by
overlaying the mesh on the actual geometry. The newly developed capabilities have been verified through several benchmark
calculations and comparisons showing their reliability and efficiency.

N03-8: Photo-Nuclear Interaction Simulations with Geant4 and FLUKA: Validation and Comparison
L. Quintieri', M. G. Pia?, M. Augelli3, P. Saracco’, M. Capognil, G. Guarneri*

]FSN-INMRI, ENEA Centro Ricerche Casaccia, Rome, Italy
Sez. Genova, INFN, Genova, Italy

3CNES, Toulouse, France

41CT, ENEA Centro Ricerche di Portici, Portici, Italy

The simulation of photo-nuclear interactions is relevant for the design and optimisation of photo-neutron sources as well as in the
shielding design of high energy particle accelerators. An assessment of the reliability of such simulations based on widely used
Monte Carlo codes (with emphasis on Geant4 and FLUKA) is presented: it consists of quantitative validation tests, based on
statistical data analysis methods, which compare simulated and measured observables in relevant scenarios whenever
experimental data are available. Knowledge gaps due to lack of pertinent experimental data, preventing the validation of
simulation models, are identified, especially for high energy range (above 150 MeV), and the need of further measurements is
highlighted. This work is intended to perform the comparison of photo-nuclear predictions between the cited codes (and when
possible the benchmarking with experimental data), for several elements (typically of medium and high atomic number) in an
extended energy range (from few tens of MeV up to hundreds GeV). Anyway, the first cycle of this work is focused on materials,
such as natural lead and tungsten, commonly used for shielding purpose in radiation protection applications and in high energy
particle bumps.

N03-9: Dynamic Derivative Convolution Algorithm for Prompt Gamma Neutron Activation Spectra
M. J. Neuer!, T. Szczeniak?, H. Zastawny3, E. Jacobs', M. Grodzicka®

'Research & Development, innoRIID, Grevenbroich, Germany
’National Centre of Nuclear Research, Swierk, Poland
3Syskon, Wroclaw, Poland

A technique is presented to algorithmically evaluate prompt gamma neutron activation spectra, which were produced through
excitation of specific material samples. The excitation is done with a neutron generator that provides a switchable, artificial form
of neutron radiation. To evaluate these spectra, a mathematical transformation based on derivative convolution is proposed that
dynamically incorporates the detector energy-resolution dependency over the full energy range. Based on this technique a series
of measured response spectra are analyzed and the material composition of the samples are identified. Primary goal is a quick
quantification of the Ca, Fe, Al, Mg or Si contents of the samples. These elements are important for cement and coal industry as
they are typical ingredients of the cement raw material and ashes in coal. Limits of the detection limits and confidence thresholds
are derived. Due to its quick performance, the algorithm is capable also to run online, supporting a continuous analysis of moving
material on a conveyor belts.

N03-10: Sensor Fusion of Spectroscopic Data and Gyroscope Accelerations for Direction Indication in a
Handheld Radiation Detection Instrument
C. Henke, E. Jacobs, N. Teofilov, P. Henke, M. J. Neuer



Research & Development, innoRIID, Grevenbroich, Germany

A method is presented that uses spectroscopic data and the sensorial output of a gyroscope to create a soft sensor for the incident
direction of the radiation. The method can be applied by any handheld radiation detection equipment that is continuously moved
by the operator in some regular waving or panning motion. The gyroscope output consists of acceleration values along the spatial
coordinates. These values have to be smoothed and integrated for a certain time and a forget-module keeps the memory of
acceleration data focused on the relevant, most recent parts needed for the direction assessment. Based on straightforward
geometric considerations, the sensor fusion concept is described and the derived indicator solution is demonstrated. The system is
tested in a field tests, training the localisation of vagabond sources.

N03-11: A Cluster Software Architecture Written in Python to Control and Monitor the Liquid Kripton
Electromagnetic Calorimeter Level 0 Trigger System for the NA62 Experiment at CERN

R. Ammendola', M. Barbanera?, M. Bizzarri’, V. Bonaiuto®, A. Ceccucci®, B. Checcucci?, N. De Simone®, R. Fantechi’,
L. Federici;, A. Fucei®, M. Lupiz, G. Paoluzzi', A. Papiz, M. Piccini?, V. Ryjovs, A. Salamon', G. Salinal, F. Sargeni6,

S. Venditti

!Sezione Roma Tor Vergata, INFN, Roma, Italy

2Sezione Perugia, INFN, Perugia, Italy

Dept. Physics, University of Perugia, Perugia, Italy

*Dept. Industrial Engineering, University of Roma Tor Vergata, Roma, Italy
5CERN, Geneva, Switzerland

6Dept. Electronic Engineering, University of Roma Tor Vergata, Roma, Italy

The NA62 experiment at CERN starts its second year of data taking to measure, with a precision never reached before, the
branching ratio of the ultra-rare decay K+ -> pi+ nu nubar. The accurate measure of the decays requires a high performance
Trigger and Data Acquisition (TDAQ) system. Among the others, the high-precision liquid Kripton electromagnetic calorimeter
is the detector that helps to reject background events related to photon production in the angular range between 1 and 8.5 mrad
and, in particular, those associated with the K+ -> pi+ pi0 decays. The LKR trigger processor is composed of 37 TEL62
electronic boards on which are mounted 221 high-performance FPGAs. These components have to be configured and the whole
system has to be monitored during all the data taking operations. So, a tailored software architecture has been designed to handle,
in real time, the system configuration, the monitoring of the performances and the interface toward the "Run Control System" of
the experiment.

N03-12: Implementation of Position and Angle Uncertainties in the Muon Reconstruction of the CMS
Experiment and Impact on the Performance
G. Abbiendi, S. S. Chhibra

INFN, Sezione di Bologna, Bologna, Italy

The alignment of muon chambers relative to each other and to the inner tracker is crucial to achieve the optimal performance for
muon reconstruction at high momentum, in particular to improve the momentum resolution. With the energy and luminosity
increase in LHC Run2, high-momentum muons become more important for searches of new particles with masses around the
TeV scale.

The full alignment of the tracking and muon system is a complex task which needs analyzing a minimum statistics of about 1
fb~{-1} of collision events, and takes a few weeks to be run and validated. Before this is done, at startup of the 2016 running
period, the performance is expected to be suboptimal, as a consequence of opening and closure of the detector during the winter
shutdown and of magnetic field cycles.

The muon reconstruction of the CMS experiment has been recently improved and made more robust with the introduction of
alignment uncertainties on the positions and angles of segments in the muon chambers. Not only does the momentum resolution
improve at high energy, but, owing to the better quality of the track building and fit, also the trigger efficiency increases,
especially for startup conditions.

N03-13: Efficient Implementation of Iterative Tomographic Reconstruction Routines
M. P. Pichotka'?, J. Jakubek®, D. Vavrik"*

]Experimental physics, IEAP, CTU Prague, Praha, CZ
2Czech Academy of Sciences, Praha, CZ

In particular cases iterative volume reconstruction in transmission tomography does not only obtain high quality results, but also
is computationally very efficient. This for example is the case if a good initial guess of the volume can be provided beforehand.
In this contribution implementations of iterative reconstruction routines exploiting the gradual changes in tomographies of



dynamical processes or the coordinated motion of sample fragments in loading experiments are described. The iterative
reconstruction routine applied is a TV-constrained OSEM implementation, dislocation analysis of the ROI is performed by image
correlation within the volume.

N03-14: Underwater Nuclide Identification Strategy Using a Multi-Agent System with a Dedicated Scattering
and Attenuation Agent
M. J. Neuer, E. Jacobs, C. Henke

innoRIID, Grevenbroich, Germany

An approach for underwater nuclide identification is shown on the basis of a multi-agent system. A so-called scattering agent,
capable of quickly combining multiple scattering and attenuation situations to a detector response matrix is used to establish a
solid reference data set during the evaluation of the nuclide identification engine. The agent interacts with the nuclide agents by
means of communication. The novel approach yields favourable results for the underwater identification. A series of test
measurements with submerged instruments and sources was conducted to test and verify the quality of the concept. Therefore
multiple sources were measured in an underwater situation. The distance to the source is crucial for successful identification. As
result of the measurements, a clear recipe for the data acquisition under water is compiled.

N03-15: Control Command, DAQ & Monitoring: Experience with Go and HTMLS5
S. Binet

IN2P3/CNRS, CLERMONT-FERRAND, France

This paper explores the suitability of Go to deal with low level data acquisition, present this data in a (soft) real time fashion and
control the physical device used to acquire and produce that data.

Traditionally, such a task is usually tackled by a mix of LabView, C/C++, Java or Python, with various levels of runtime
performances and ease of deployment and portability.

The concurrency model of Go, a relatively new open source language, seemed a nice fit for handling all the moving parts of an
application having to deal with acquiring data in (soft) real time, propagating user commands through various protocols (possibly
over the network) and presenting monitoring data to the user.

After having presented the overall architecture of two applications, one ported from C++ and the other written from scratch, this
paper will report on their measured performances.

N03-16: Fads: a Go-Based, Concurrency Friendly, Fast Detector Simulation Toolkit
S. Binet

IN2P3/CNRS, CLERMONT-FERRAND, France

Current HENP control frameworks have been designed and written in the early 2000's, when multi-core architectures were not
yet pervasive. As a consequence, an inherently sequential event processing design emerged. Evolving current frameworks' APIs
and data models encouraging global states, non-reentrancy and non-thread-safety to a more concurrent friendly environment, in
an adiabatic way, is a major undertaking, even more so when relying on the building blocks provided by C++. This paper reports
on the development of fads, a "FAst Detector Simulation toolkit." fads is written in Go, a relatively new programming language,
tailored for concurrent programming. This allows fads to easily manage and expose concurrent work items from which
parallelism can be extracted and thus leverage the compute power of multicore architectures. fads is the port of a single-threaded
fast detector simulation toolkit (Delphes) to fwk. The paper will present benchmarks (CPU, RSS, /O, scalability) of real Delphes
use cases against fads. Performance tools and concurrency debugging tools shipped with the Go toolchain and used for this
comparison will also be presented.

NO04: Astrophysics and space - Poster session |

Monday, Oct. 31  14:00-16:00 Etoile

N04-1: Design of the Photomultiplier Tube Base with High Dynamic Range for LHAASO
X. Zhao, Z. Tang, C. Li, K. Jiang, M. Shao

University of Science and Technology of China, Hefei, China

The Large High Altitude Air Shower Observatory (LHAASO) project is scheduled to be built at Sichuan province in China. As a
large scale complex of many kinds of detectors, the main scientific goals of LHAASO are exploring the origin of the galactic
cosmic ray, searching for very high energy gamma ray sources, and the precise measurement of the components at the knee
region. As one of the major components of LHAASO, the Water Cherenkov Detector Array (WCDA) is proposed to target
gamma astronomy at energies between 100 GeV and 30 TeV. The WCDA covers an area 90000 m"2, configured as 3120 small



ponds (5 mx5 m x 4m depth). A large area hemispherical PMT is located at the bottom-center of each cell, facing upward, to
collect the Cherenkov light produced by shower particles in water. The PMT used requires a good single photoelectron
resolution, good time performance, especially the transit time spread (TTS) and a charge dynamic range from 1 to 4000
photoelectrons (PE). Bases for the candidate PMTs Hamamatsu R5912, Beijing Hamamatsu CR365 and HZC Photonics XP1805
are designed, respectively. The voltage divider is a purely resistive chain and the base comprises two different outputs obtained
by using the anode and the dynode. The results show that at the working gain of 3x1076, the characteristics of all the three PMTs
satisfy the demands of WCDA. Additionally, a base of high dynamic range for Hamamatsu R5912 is designed for the
underground Muon Detector (MD), which is another major detector in LHAASO and used to detect the muon components in the
extensive air shower. The divider is designed to extract the signals from the 7th dynode (DY7) and the anode. The charge ratio
between the anode and DY7 is around 160 and the equivalent anode peak current non-linearity of DY7 within 5% is up to 1.87A,
which satisfies the dynamic range requirement (1-15000 muons) in the MD.

N04-2: Gamma-Ray Detection with a DSSSD in the MeV Range
G. Brulin', B. Genolini', J.-J. Dormard', T. Faul?, E. Raulyl, R. Phillipe1’3, N. de Si'(;‘/zr'i(;‘/zvillel, A. Torrento', V. Le Ven',
E. Wanlin'

!Institut de Physique Nucli;saire d'Orsay, 91406 Orsay Cedex, France
’Former member, Institut de Physique Nucli;aire d'Orsay, 91406 Orsay Cedex, France
3 Present address, Institut de mini; %sralogie, de physique des matiy%riaux et de cosmochimie, 75005 Paris, France

The measurement of gamma rays in the energy range 0.3 i; %2 30 MeV with silicon detectors at room temperature via Compton
scattering is being investigated for the next gamma-ray observatory in the MeV band. In this contribution, we show that 60-keV
gamma-ray detection with an energy resolution below 10 keV is possible using a double-sided stripped, 1.5-mm thick silicon
detector with a preamplifier made of discrete commercial components. Our study of the noise including the bias circuit and the
connection between the detector and the electronics allowed us to design a system able to sustain a leakage current of ~50
nA/strip and a capacitance of ~20 pF/strip. These results encourage us to investigate the use of integrated electronics in view of a
satellite mission.

N04-3: XIPE Mission Focal Plane Gas Mixture Optimization
R. M. Curado da Silva', J. M. Maia®, J. Escada', B. Concei¢o’, T. H. Dias', F. P. Santos'

'Laboratério de Instrumentagdo e Fisica Experimental de Particulas, Coimbra, Portugal
2Physics Department, University of Beira-Interior, Covilhd, Portugal

XIPE mission focal plane detectors are photoelectric polarimeters based on the Gas Pixel Detector (GPD) design, these devices
are composed by Gas Electron Multipliers and multi-pixel anode readout. The filling gas mixture defines the ultimate intrinsic
polarimetric sensitivity of the instrument, i.e. the modulation factor and the detector efficiency, which depends on gas parameters
such as: the angular differential cross-section for photoionization by polarized X-rays, the total photoionization cross-section, the
photoelectron and Auger electron practical ranges, the photoelectron multiple scattering, the electron transverse diffusion and the
charge gain. Herein, we report simulation studies on the optimization of the GPD gas mixture. The best gaseous mixture solution
will provide an accurate reconstruction of photoelectron emission direction and therefore to maximize the modulation factor,
allowing optimal degree and angle of polarization determination. Noble gases like He or Ne as well as quenching additive gases
like DME and iso-C4H10 gases will be studied and its polarimetric potential analyzed.

N04-4: Evaluation of a Bread Board Model Gamma-Ray Burst Polarimeter Toward Installation on the
International Space Station

Y. Oikawa!, S. Gunjil, T. Nakamori!, M. Takakura!, T. Ueda!, T. Kishikawa’, S. Daiglez, J. Gaskin?, B. Ramsey2, C. Wilson-
Hodgez, R. Preece’, M. McConnell*, P. Bloser®, J. Legere4, D. Yonetoku®, T. Mihara®, K. Hayashida7, Y. Kishimoto®,

S. Kishimoto®, H. Takahashi’, Y. Yatsu'®, K. Toma'!, T. Sakamoto'?

'Yamagata, Yamagata University, Yamagata, Japan
’Huntsville, NASA/MSFC, Alabama, U.S.A.

3Huntsville, University of Alabama Huntsville, Alabama, U.S.A.
*Durham, University of New Hampshire, New Hampshire, U.S.A.
5Kanazawa, Kanazawa University, Ishikawa, Japan

6Wako, Riken, Saitama, Japan

"Toyonaka, Osaka University, Osaka, Japan

8Tsukuba, KEK, Ibaraki, Japan

°Higashihiroshima, Hiroshima University, Hirohima, Japan
"Meguro, Tokyo kogyo University, Tokyo, Japan

! 4oba, Tohoku University, Miyagi, Japan

2Sagamihara, Aoyama Gakuin University, Kanagawa, Japan



About fifty years ago, the history of the study on Gamma Ray Bursts (GRBs) started with its discovery by the Vela satellite.
Nowadays, we can obtain much knowledge on the GRBs through various observations from space or on the ground. To explain
the GRB primary emission mechanism, the fireball model has been developed and are widely accepted, though the emission
mechanism of the gamma rays from the fireball was still unknown. Recently two primary theoretical models have been proposed
as the radiation mechanism: synchrotron model and photosphere model. These models each predict a different degree of
polarization. So in order to elucidate the radiation mechanism, which may be described by one of these or by a combination, the
polarization must be measured at a relatively low uncertainty. Our plan is to install a GRB polarimeter with large effective area
onto the International Space Station. This instrument is called LEAP, for LargE Area burst Polarimeter project and is led by the
University of New Hampshire in partnership with Yamagata University and NASA Marshall Space Flight Center. LEAP will
measure the degree of polarization for several tens of GRBs over a two year observation time. The LEAP baseline instrument is a
Compton scattering polarimeter that utilizes a large array of plastic elements coupled to individual photomultiplier tubes (PMTs),
surrounded by a layer of calorimeter material. We have constructed an alternate (but similar) configuration that utilizes Multi-
Anode PMTs to improve the performance of the baseline one. So we investigated the basic performance using polarized gamma
rays at 60 keV and 80 keV. We have confirmed that the modulation factor and the detection efficiency determined by the
experiments agree with those by Monte Carlo simulation.

N04-6: Space X-Ray Polarimeter POLAR - Possible Fields for Cooperation
R. M. Marcinkowski

NUM, Paul Scherrer Institute, Villigen, Switzerland
On behalf of the POLAR

POLAR is a space instrument designed for measurements of the polarization of the hard X-rays from the GRBs. It is developed
by the European-Chinese collaboration and will be launched on-board of the Chinese SpaceLab TG-2 in September 2016, a few
weeks before IEEE Conference.

GRBs are flashes of hard X- and Gamma-rays, short in astronomical scale, and lasting roughly tenth of second to hundreds of
seconds. But POLAR will be also able to detect the other transient objects like Solar flares and SGRs. Except of polarization,
POLAR will provide perfect light curves and also will be able to provide coarse sources’ positions as well as their approximate
spectral characteristics, i.e. rough power-law index.

This presentation shows areas of cooperation of POLAR with the other existing and near future missions focusing on timing,
spectrometry, localization and polarimetry.

POLAR will be a significant part of Inter-Planetary Network and, having almost 2p srd field of view, will help to localize GRBs
together with distant non-Earth orbiting mission: Konus-Wind and Mars Odyssey. It will also increase number of localized
GRBs.

For proper calculation of polarization POLAR requires quite precise knowledge of position and spectrum of GRB. We will use
results that came from the other instruments, i.e. Swift, INTEGRAL/IBIS, Fermi GBM and CALET.

POLAR is becoming the first, long operated instrument dedicated for X-ray polarimetry. We hope, that first successful and
significant polarization measurement provided by POLAR will encourage the other missions (Integral IBIS/SPI, RHESSI) to
reanalyze their data focusing on polarization as they reported promising results in the past.

The nearest years open new window in X-ray astronomy and collaboration with POLAR will increase the knowledge about
uncovered part of Universe.

N04-7: Si and CdTe Detector Readout ASIC in 0.35pm CMOS for Energetic Electron Spectroscopy for Space
Application

K. W. Wongl, G. Orttner', O. Chassela', M. Bassas', G. Roudil', P. Devoto!, P. L. Blellyl, J. A. Sauvaud', F. Bouyjouz,

0. Bernal®, H. Tap3

'IRAP CNRS, toulouse, France

’cea, gif sur yvette, france

3LAAS CNRS, toulouse, France

The compact size and power consumption of the electron energy detector instrument IDEE TARANIS requires the use of a
dedicated ASIC readout circuit instead of discret devices for energy measurement. The ASIC consists of 8 CdTe, 4 regular size Si
and 1 small Si detectors readout. Each channel includes a charge amplifier, a shaper, a peak detector and an 8-bit ADC. Si type
channel covers the energy detection range of 70keV up to 700keV while CdTe channel covers the 300keV to 4MeV range. For a
40-pF detector parasitic capacitances, low noise performances are achieved: 3120e- for Si type channels and 2335e- for CdTe
type channels. Low power performance of 2mW at 650-kHz frequency per Si channel and 2.9mW at 40-kHz per CdTe channel is
achieved. While both type of channel share a similar design, CdTe type channel analog front end had to include a pole zero
cancellation in order to achieve the required frequency of operation. The ASIC has been tested in standalone as well as interfaced
with the detectors. Finally, the ASIC has been qualified with a heavy ion test. The ASIC has been implemented in AMS 0.35um
HV CMOS technology.



N04-8: Development of an Elpasolite Planetary Science Instrument
L. C. Stonehill, D. D. S. Coupland, K. E. Mesick

ISR-1, Los Alamos National Laboratory, Los Alamos, NM, USA

Planetary gamma-ray and neutron spectroscopy from orbiting spacecraft has become a standard technique to measure distinctive
composition and abundance signatures for key elements relevant to planetary structure and evolution. Previous instrumentation
that has led to the discovery of the concentration of many elements including hydrogen (a strong indicator of water) on planetary
bodies, have used separate gamma-ray and neutron spectrometers. Elpasolite scintillators offer an opportunity to combine the
gamma-ray and neutron spectrometer into a single instrument, leading to a significant reduction in instrument size, weight, and
power (SWaP). We have developed an Elpasolite Planetary Ice and Composition Spectrometer (EPICS) instrument concept,
which utilizes elpasolite scintillator and silicon photomultipliers to offer significantly reduced SWaP with similar neutron and
gamma-ray detection efficiency but superior gamma-ray energy resolution compared to current scintillator-based instruments.
We will present an overview and motivation for the EPICS instrument, preliminary conceptual design simulations that compare
our instrument concept to current planetary science instruments, and discuss specific target missions that would benefit from the
EPICS instrument.
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N05-1: CDS4C: A Novel CDS ASIC for a Multi-Readout X-Ray CCD with a 0.032% INL
B.Lu'*? Y. Chen'?, Y. J. Yang', W. W. Cui', H. N. Liv?, Y. M. Zhou*’

'Dept. of Key Laboratory of Particle Astrophysics, Institute of High Energy Physics, Chinese Academy of Sciences, Beijing,
China

’Institute of Microelectronics, Chinese Academy of Sciences, Beijing, China

University of Chinese Academy of Sciences, Beijing, China

This work presents the development of a four channel correlated double sampling (CDS) ASIC, named CDS4C, targeting the
readout of a type of multi-readout swept charge device (SCD) for applications in the fields of both X-ray spectroscopy and
imaging. Compared with conventional CDS architecture based on clamping technique, the innovation of the CDS4C ASIC is that
it not only moves the clamping switch out of the signal path but also omits the sampling switch, eliminating the nonlinearity and
thermal noise introduced by the these switches. Besides, it is implemented in a fully differential topology which suppresses the
second-order harmonic distortion, improving the linearity further more. A theoretical noise analysis taking into consideration of
the limited bandwidth of the operational-amplifier (OPA) highly coincides with the simulation results. The prototype of the
CDS4C ASIC is fabricated with GlobalFoundries 0.35um 2P4M CMOS process, the preliminary experimental results show that,
within the effective input dynamic range of 40mV which is equivalent to a wide range of soft X-ray energy band from
0~18.25keV, a 0.032% integral nonlinearity (INL) and 35.5uV input-referred readout noise are achieved under 200kHz pixel rate
with a 8x gain, whilst the total power consumption is only 8.8mW from a single 3.3V supply voltage.

N05-2: A Combination of Multiple Channels of FPGA Based Time-to-Digital Converter for High Time
Resolution

Y. Wang, Q. Cao, C. Liu

Modern Physics Department, University of Science and Technolgy of China, Hefei, Anhui, China

The full hardware solution introduced in our previous work could implement multi-channel time-to-digital converters (TDCs) in
a Xilinx Kintex-7 FPGA with less than 10 ps RMS resolution and 710 MHz measurement throughput. Based on these
fundamental TDC blocks, we propose a method to improve the time resolution further by merging multiple TDC blocks, which is
equivalent to increasing the number of TDC bins multiple times. Two merged TDC channels, each with four TDC blocks, are
implemented in the Kintex-7 FPGA and the performance is evaluated. For fixed time intervals in the range from 0 to 22 ns, the
average RMS resolution measured by the two TDC channels reaches 4.0 ps. The test results show that the FPGA based multi-
channel TDC system can be flexibly configured as either more TDC channels with a low time resolution or fewer TDC channels
with a high time resolution.

N05-3: Input Mezzanine Card for the Fast Tracker at ATLAS
T. lizawa

Waseda University, Tokyo, Japan
On behalf of the ATLAS Collaboration



The Fast Tracker (FTK) is an integral part of trigger upgrade program for the ATLAS experiment. At LHC Run 2, which started
operations in June 2015 at a center-of-mass energy of 13 TeV, the luminosity could reach up to 2*10734 cm”-2 s”-1 and an
average of 40-50 simultaneous proton collisions per beam crossing will be expected. The higher luminosity demands a more
sophisticated trigger system with increased use of tracking information. The Fast Tracker is a highly-parallel hardware system
that rapidly finds and reconstructs tracks in the ATLAS inner-detector at the triggering stage. This paper focuses on the FTK
Input Mezzanine Board that is input module of entire system. The functions of this board are to receive the insertable b-layer,
pixel and micro-strip data from the ATLAS Silicon read-out drivers, perform clustering, and forward the data to its mother board.
Mass production and quality control tests of Mezzanine Boards were completed, and staged installation and commissioning are
ongoing. Details of its functionality, mass production, quality control tests, and installation as well as first results from data
taking are reported.

N05-5: Design and Characterization of the Full Size AGIPD Readout Chips
X. Shi

Paul Scherrer Institut, Villigen-PSI, Switzerland
On behalf of the AGIPD Consortium

The AGIPD (Adaptive Gain Integrating Pixel Detector) collaboration - consisting of DESY, University of Hamburg, University
of Bonn and PSI - is currently developing a 2D hybrid pixel detector system capable to fulfill the requirements of the European
XFEL (XFEL.EU) that is being built in Hamburg, Germany. At the XFEL.EU photon pulses will arrive in bunch trains every 100
ms (or at a rate of 10Hz). Each train consists of 2700 bunches with a spacing of 220 ns, meaning 4.5 MHz frame rate) followed
by a break of 99.4 ms without pulses. Each single pulse consists of 1012 X-ray photons arriving in less than 100 fs and having an
energy range from 250 eV up to 25 keV. In order to cope with the large dynamic range of photon pulse, the first stage of each
pixel in the readout ASIC is a charge integration preamplifier with three different gains that can be dynamically switched during
charge integration. Dynamic gain switching allows to have single photon resolution in the high gain setting and to cover a large
dynamic range of 104 photons in the low gain mode with a linearity better than 1%. The high frame rate (4.5 MHz) requires to
store the images in the pixels before the readout takes place during the gap between bunch trains. The first full scale readout chip
(AGIPD1.0), received at the end of 2013, is a 64 x 64 pixel matrix. Each pixel with a size of 200 x 200 um?2 is equipped with 352
storage cells. After an extensive characterization, some design bugs were spotted although the performance fulfills the
specifications of XFEL. The second full scale readout chip (AGIPD1.1), was submitted in the December 2015 and received in the
March 2016. The preliminary measurement shows that all the major bugs seen on AGIPD1.0 disappeared on AGIPD1.1. The
measurements are still ongoing. More results will be shown at the conference. This presentation will focus on the design and
characteristics of the AGIPD1.0 and AGIPDI1.1 chips.

N05-6: Ultra-Low Power Fast 10-Bit ADC for Multi-Channel Readout of Particle Physics Detectors
M. Idzik, S. Bugiel, R. Dasgupta, M. Firlej, T. Fiutowski, J. Moron, K. Swientek

Faculty of Physics and Applied Computer Science, AGH University of Science and Technology, Krakow, Poland

The architecture, design, and measurement results of multi-channel 10-bit SAR ADC ASICs for readout of particle physics
detectors, developed in two CMOS 130 nm technologies, are presented. The developed ASICs comprise also a PLL-based data
serialization and high speed data transmission. The ADC ultra-low power consumption scales with the sampling frequency up to
40 MS/s. The measurement results of static and dynamic parameters as a function of sampling frequency, power consumption,
performed on the ADC prototypes are presented. The measurements show an excellent effective resolution with ENOB above 9.5
bits and very good static linearity with INL, DNL below 0.5 LSB. The power consumption at 40 MS/s rate is below 700 pW and
it is is reflected by an excellent Figure of Merit (FOM) which, depending on input and sampling frequency, is in the range 20-28
fl/conversion-step. This is the lowest, known to the authors, FOM obtained in 130 nm CMOS process for similar ADC resolution
and sampling frequency.

This work was supported by Polish National Science Centre (NCN), grant reference number DEC-2012/07/B/ST7/01456.

N05-7: Development of an Asynchronous Readout ASIC for GEM Detectors
E. Malankin', E. Atkin!, I. Bulbakov', P. Ivanov!, D. Normanov', V. Shumikhin!, I. Sagdievl, O. Shumkin', S. VinogradOVI,
A. Voroninl, V. Samsonovz, V. Ivanov?

'National Research Nuclear University, Moscow, Russia
ZPetersburg Nuclear Physics Institute National Research Centre Kurchatov Institute, Gatchina, Russia

Currently a multichannel readout chip with an asynchronous architecture is being developed for GEM detectors. The paper
describes its prototype, which includes two full readout channels with analog front-end and digital back-end. The channel
includes a preamplifier with fast and slow CR-RC shapers, discriminator with a differential threshold setup circuit, a 6 bit SAR
ADC (40 Msps rate, 1.5SmW power consumption), digital peak detector and block of the time stamp registration. The digital peak



detector has a feature preventing the false peak detection. The final chip version is considered to be compatible with the GBTx
data processing board. Thus, the control data, clock and output data are supplied through SLVS transmitter and receiver. The
slow and fast channels have a 1500 el and 2000 el ENC accordingly at a 50 pF detector capacitance. Power consumption is 10
mW/channel.

N05-8: The Development of High-Performance Front-End Electronics for the ATLAS TileCal Upgrade
A. P. White

Physics, University of Texas at Arlington, Arlington, TX, USA
On behalf of the ATLAS Tile Calorimeter System

We present the design of a new candidate front-end electronic readout system being developed for the ATLAS TileCal Phase 2
Upgrade. The system is based upon the QIE12 custom Application Specific Integrated Circuit. The chip features a least count
sensitivity of 1.5 fC, more than 17 bits of dynamic range with logarithmic response, and an on-chip TDC with one nanosecond
resolution. The design incorporates an on-board current integrator, and has several calibration systems. The new electronics will
operate dead-timelessly at 40 MHz, pushing full data sets from each beam crossing to the data acquisition system that resides off-
detector in the USA15 counting room using high-speed optical links. The system is one of three candidate systems for the Phase
2 Upgrade. We have built a “Demonstrator” — a fully functional prototype of the new system. Performance results from bench
measurements and from a recent test beam campaign will be presented.

N05-9: FATALIC, a Very-Front-End ASIC for the ATLAS Tile Calorimeter in the Context of the HL-LHC
A. White

Physics, University of Texas at Arlington, Arlington, TX, USA

On behalf of the ATLAS Tile Calorimeter System

The ATLAS Collaboration has started a vast program of upgrades in the context of the high-luminosity LHC (HL-LHC) forseen
in 2024. The current readout electronics of every subdetector, including the Tile Calorimeter (TileCal), must be upgraded to
comply with the new specifications aiming for the future operating conditions. The ASIC described in this document, named
Front-end ATIAs tiLe Integrated Circuit (FATALIC), has been developed to fulfill the requirements of the TileCal upgrade.
FATALIC is based on a 130 nm CMOS technology and performs the complete processing of the signal, including amplification,
shaping and digitization. The first stage is a current conveyor which splits the input signal into three ranges, allowing to deal with
a large dynamic range (from 25 fC up to 1.2 nC). Each current conveyor output is followed by a shaper and a dedicated pipeline
12 bit ADC operating at 40 MHz. Measurements show a non-linearity at the percent level for the typical range of interest of the
input charge. The noise of the whole chain is measured to be around 7 fC in its nominal frequency band width.

N05-11: Building Blocks of a Read-Out Chip for a High Granularity Electromagnetic Calorimeter
J.-B. Cizel!, R. Cornat®

1 .
Weeroc, Palaiseau, France

2 .

LLR, Palaiseau, France

The particle flow methodology is used to develop new kind of calorimeters. The particle flow is designed to measure and track
individual particles inside a jet. High granularity layered calorimeters are needed to efficiently use the particle flow algorithm. A
high transversal and longitudinal resolution is a prerequisite. To handle this high resolution, electronics must be very compact
and so integrated chips are needed to read-out millions of channels. This work takes place in the design of an electromagnetic
calorimeter for the foreseen International Linear Collider, on which is expected 82 million of channels read-out. An ASIC
prototype named SKIROC?2 has already been developed as a proof of concept. It gives good results and has allowed proving the
feasibility of such a project. There are still few issues with it, the most critical being the insufficient power supply rejection ratio
which causes fake triggers on power supply noise. Moreover in the final chip a lot more digital will be integrated and the
currently used technology (AMS s35d4) would not allow such integration. Trying to resolve these issues, new developments has
been done in the X-Fab xt018 technology. Three preamplifiers have been designed to compare the noise and power supply
rejection ratio of each. The full acquisition chain, including a bandgap reference, bandpass filters, discriminators, analog
memories and a Wilkinson ADC have been designed and integrated in a 24 channels chip. There are 8 channels per preamplifier
in order to measure crosstalk behavior.

N05-12: CAD-II: the Second Version Current-Mode Preamplifier-Dsicriminator ASIC for MRPC-TOF
Detectors

Z. Yuanl‘z, Z. Dengl‘2

! Department of Engineer Physics, Tsinghua University, Beijing, China

Ministry of Education, Key Laboratory of Particle & Radiation Imaging, Beijing, China



This report presents the second version of a fully current-mode front-end electronics, CAD-II, for MRPC detectors for TOF
applications. Several upgrades have been made in this new version including: 1). Using differential input stage with input
impedance down to 300 and LVDS compatible output; 2). Much higher current gain and bandwidth of 4.5A/A and 380MHz by
simulation; 3). Fabricated in 0.18um CMOS process instead of 0.35um CMOS technology used in CAD-I. In this report, we will
present a detailed analysis of the timing jitter for the current discriminator used, comparison between simulation and calculation
will be given. Besides, we will present the first measurements of CAD-II covering its input impedance, power consumption,
noise and timing performance. The single-end input impedance is as low as 320 with a 1 5mW/channel nominal power
consumption. Input referred RMS noise current is about 0.56pA. The input referred threshold current can be set as low as 4.5pA.
Sub-15ps timing resolution has been measured for input signal above 100pA.

This work was supported in part by the National Basic Research 973 Program of China under Grant No.2015CB856905. We also thank ICC for
providing the MPW service for prototype chip fabrication.

N05-13: High Performance Readout Module Based on ZYNQ with Giga Bit Ethernet
T. Xue, G. Gong, J. Li

Engineering Physics, Tsinghua University, Beijing, China

ZYNQ is now becoming a popular architecture of FPGA with dual high performance ARM Cortex-A9 processors in the
application of data acquisition system of nuclear electronics. Many typical readout system use ZYNQ running embedded Linux
and real time logic to deal with the data from high speed ADC or DAC. We have designed the first generation of readout module
for HPGe detector’s DAQ in the CJPL (China JingPing under-ground Lab) experiment based on ZYNQ XC7Z010 CLG225
footprint in the early of 2014. More than 10 readout system use this module, reach a fantastic performance and system flexibility.
Now a new readout module based on ZYNQ XC7Z020 CLG400 footprint is develop recently for more LVDS 10 channels to
interface more ADC and DAC with more logic resources and in the same 56mm plus 42mm physics small size as the previous
module. This paper will introduce how about the architecture of the new readout module. Also the throughput of the Giga Bit
Ethernet which more than 600Mbps will be introduce and a sample of crystal neutron detector’s data acquisition system based on
the new module will also be introduced.

N05-14: Level-1 Data Driver Card of the ATLAS New Small Wheel Upgrade Compatible with the Phase I1 1
MHz Readout Scheme
P. Gkountoumis

NTU Athens, Athens, GREECE
On behalf of the ATLAS Muon Collaboration

In the ATLAS experiment, the present muon Small Wheels will be replaced by the New Small Wheels (NSW). The NSW is a set
of precision tracking and trigger detectors able to work at high rates with excellent, even at the L1 trigger, spatial and time
resolution. The new detectors consist of the resistive micromegas and the small-strip Thin Gap Chambers (sTGC). To readout the
high number of electronics channels and in order to survive in such a harsh environment new electronics must be fabricated. The
L1DDC is an intermediate board that aggregates and transmits the L1 data from multiple front-end boards to a network called
Front End LInk eXchange (FELIX) and is fully compatible with the Phase-II 1 MHz trigger rate. This is achieved using a number
of high speed serializer/deserializer Application Specific Integrated Circuits (ASIC) called GigaBit Transceivers (GBTX)
developed at CERN. Furthermore, the L1IDDC distributes Timing, Trigger and Control (TTC) data from the network to the front-
end and the ADDC (Address real time Data Driver Card) boards. Generally, the LIDDC combines three distinct paths: TTC,
Data Acquisition and Slow Control (SC - configuration and monitoring data), into one bidirectional optical link at a rate of 4.8
Gbps. The L1DDC will be used also for the needs of the on-detector trigger boards (PAD and Routers) of the sTGC detectors.

N05-15: Experimental Results with TOFPET2 ASIC
A. Di Francesco', R. Bugalhoz, L. Oliveira®, A. Rivetti*, L. Pacher*, M. Rolo*?, J. C. Silva'?, R. Silva?, J. Varela'?
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’PE Tsys Electronics, Oeiras, Portugal
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*INFN, Torino, italy

We present the first experimental results obtained with TOFPET2, a readout and digitization ASIC for radiation detectors using
Silicon Photomultipliers. The circuit is designed in CMOS 110 nm technology, has 64 independent channels and is optimized for
time-of-flight measurement in PET or other applications. The chip has quad-buffered TDCs and charge integration ADCs in each
channel. The chip tape-out was done in November 2015 and first tests started in end March 2016. Preliminary measurements of
the timing performance obtained with test pulses show a resolution of 26 ps r.m.s. Measurements with radioactive sources will be
presented at the conference.



N05-16: A Prototype 32 Channel Front-End Electronic Readout System for an UV Imaging Detector.
A. Seljak!, G. S. Varner', J. Vallergaz, R. Raffanti, H. S. Cumming1

! Department of Physics and Astronomy, University of Hawai'i at Manoa, Honolulu, Hawaii
?Science and Space Laboratory, University of California,, Berkeley, California
3Techne Instruments, Oakland, California

NASA's Strategic Astrophysics Technology (SAT) program funded the development of an UV single photon sensitive imaging
detectors (50 mm x 50 mm). Part of the grant is dedicated to the improvement of the detector readout electronics system. The
presently developed detector uses a readout system build of commercial components, however, for flight missions, the readout
needs to be dramatically reduced in size, complexity and power consumption. The approach is to build dedicated Application
Specific Integrated Circuit (ASIC) chips, which would meet the required constrains, and also increase the performance of the
overall system. For this purpose two ASIC chips were designed. A programmable charge sensitive amplifier (CSA), and an 12bit,
Giga Sample Per Second (GSPS) digitizing (ASIC) named HalfGRAPH. An FPGA Mezzanine Card (FMC) size board was
produced to test these chips. This paper presents the development and evaluation of a 32 channel prototype readout system.

N05-17: Performance Evaluation of Digital Pixel Readout Chip Architecture Operating at Very High Rate

Through a Reusable UVM Simulation Framework
E. Conti', S. Marconi*?, T. Hemperek4, J. Christiansen’, P. Placidi>*

! CERN, Geneva, Switzerland

’Department of Engineering, University of Perugia, Perugia, Italy
*INFN Perugia, Perugia, Italy

*Institute of Physics, University of Bonn, Bonn, Germany

A large scale demonstrator pixel readout chip is currently being designed by the RD53 Collaboration, with the goal of proving
the suitability of 65~nm technology for the extreme operating conditions associated to the High Luminosity upgrades of the
ATLAS and CMS experiments at the Large Hadron Collider. The VEPIX53 simulation and verification environment was
developed in order to support the chip design flow at different steps, from architectural modeling and optimization to final design
verification, thanks to the flexibility and reusability of SystemVerilog and the Universal Verification Methodology (UVM)
library.

In this work a test case of VEPIX53 is presented where an existing digital pixel architecture, already implemented in a small
scale prototype chip, is simulated for evaluating whether it can comply to the specifications of the large scale demonstrator chip.
The architecture inefficiency was measured by the analysis components of the environment, with respect to different models of
analog front-ends and different pixel hit memory sizes, showing possible solutions for optimization.

N05-18: Upgrades to the CSC Cathode Strip Chamber Electronics for HL-LHC
D. M. Morse

Physics Department, Northeastern University, Boston, Massachusetts, USA
On behalf of the CMS Collaboration

The luminosity, latency, and trigger rate foreseen at the High Luminosity LHC presents challenges to efficient readout of the
Cathode strip chambers (CSCs) of the CMS end cap muon detector. Upgrades to the electronics are being planned to address
these issues. These upgrades are targeted for the inner rings of CSCs in each station, which have the highest flux of particles. The
existing cathode front end boards on the inner rings three stations will be replaced with new digital cathode front end boards that
all for nearly deadtimeless operation and the capability to accommodate long latency requirements without loss of data. Also,
new DAQ motherboards will be designed with optical output links with higher bandwidth to accept the higher data rate, and the
Front End Driver system, which is the interface between the CSCs and the central DAQ of the CMS experiment, must be
replaced with a system that can receive the higher input rates.

N05-19: Study of PMOS Front-End Solution with Signal Compression for XFEL MiniSDD X-Ray Detectors
A. Grande'?, C. Fiorini"? F. Erdinger3 , P. Fischer’, M. Porro*

!Dipartimento Elettronica Informazione e Bioingegneria, Politecnico di Milano, Milano, Italy
2Sezione di Milano, INFN, Milano, Italy

3Institut fiir Technische Informatik, Universitit Heidelberg, Heidelberg, Germany

‘European XFEL, Hamburg, Germany

We present the study and the experimental results on different front-end stages for the MiniSDD pixel sensors of the DSSC
detector for photon science applications at the European XFEL GmbH in Hamburg. The detector must be able to cope with an
image frame rate up to 4.5 MHz and must achieve a dynamic range up to 10”4 photons/pixel/pulse with a photon energy of 1



keV. In order to achieve this high dynamic range and single photon sensitivity at the same time, the system front-end must
provide a nonlinear amplification. The DSSC system is designed in order to be operated with two different kind of sensors: the
DEPFET arrays that provide intrinsic dynamic range compression and the MiniSDD pixel arrays that have a linear output
response. In the last case a non-linear front-end on the readout ASIC is required. The front-ends we present are based on a PMOS
input transistor. The non-linear response is obtained with a simple circuit that pushes the input PMOS into triode region as the
input signal increases. Since the readout ASIC has more than four thousand channels operating in parallel, particular care was
given to the homogeneity and the robustness of the implemented solution especially with respect to power supply rejection ratio
and the cross talk among channels. First experimental results have shown that it is possible to achieve a noise of 52 electrons rms
at an equivalent frame rate of 4.5 MHz. The simulated dynamic range, instead, is about 4700 ph at 1keV.

N05-20: The Waveform Digitizer System for the MU2E Experiment: Conceptual Design and First Prototype
Results
F. Spinellal, S. Donati%, S. Di Falco', F. Cervelli', L. Morescalchi®, E. Pedreschi?, G. Pezzullo'

!Italian Institute for Nuclear Physics - section of Pisa, Pisa, Italy
2Physics Department, University of Pisa, Pisa, Italy
3Physics Department, University of Siena, Siena, Italy

The Mu2e experiment at Fermilab searches for the coherent muon conversion to electron in the Coulomb field of an Al nucleus,
with the goal to improve the current experimental limit by 4 orders of magnitude. The Mu2e detector is composed of a straw tube
tracker and an undoped Csl crystals electromagnetic calorimeter housed in a superconducting solenoid. In order to achieve the
needed background suppression, the calorimeter provides a time resolution better than 500 ps and an energy resolution of O(5%)
@ 100 MeV. To fulfill these requirements a digitizing system, composed of around 150 cards sampling a total of about 2700
channels at a frequency of 200 MHz, is currently being designed. The electronics will be located close to the calorimeter, inside
the magnet cryostat and will be operated in vacuum. The harsh experimental conditions, with the presence of a high neutron flux,
ionizing dose and magnetic field, make the design challenging. All the components and materials have been individually
qualified and a first prototype has been tested in terms of performance and reliability. The design choices and the first tests results
are presented.

N05-21: Performances of the Calorimetric Trigger Processor of the NA62 Experiment at CERN SPS
R. Ammendola', M. Barbanera’, M. Bizzarri’, V. Bonaiuto*, A. Ceccucci’, B. Checcucci?, N. De Simone®,

R. Fantechi®, L. Federici', A. Fucci®, M. Lupiz, G. Paoluzzi', A. Papi3, M. Piccini®, V. Ryj0V5, A. Salamon', G. Salina',
F. Sargeni®, S. Venditti®
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Department of Physics, University of Perugia, Perugia, Italy
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The NA62 experiment aims to test the Standard Model by a measure of the branching ratio of the rare kaon decay K+ -> pi+ nu
nubar at the CERN SPS (Super Proton Synchrotron). It makes use of a complex Trigger and Data Acquisition system (TDAQ)
that has been installed and has taken first physics data in autumn 2014. In particular, the calorimeter LO trigger (Cal-LO0) is used
to select events with a pi+ in the final state hadronic and to veto one of the most dominate background from events K+ -> pi+pi0.
We present the design, performance and operation during the last two years (2015 and part of 2016) high intensity data taking of
the calorimeter Level 0 trigger. The system is composed of 37 readout boards (TEL62) with dedicated daughter boards. These
boards are arranged in three different layers of boards: Front-End, Merger (only for LKR calorimeter) and Concentrator. The Cal-
LO trigger manages 13520 physical channels and identifies electromagnetic clusters, with an instantaneous hit rate up to 30 MHz,
providing information on time, position and energy.

N05-22: A 32-Channel Read-Out ASIC for PET Application
H. Xu, M. Perenzoni, N. Massari, A. Gola, A. Ferri, C. Piemonte, D. Stoppa

Integrated Radiation and Image Sensors Division, Fondazione Bruno Kessler, Trento, Italy

This paper presents an ASIC in 150nm CMOS technology, aiming at Silicon Photomultiplier (SiPM) readout for positron
Emission Tomography (PET) application. The chip includes 32 channels, and each is composed of a current buffer, a validation
block, a charge sensitive amplifier, a 10-bit ADC and a 12-bit TDC. The gamma characterization was conducted with 4x4 mm?2
SiPMs (FBK-NUV-HD) coupled to 3x3x5mm3 LY SO scintillator, showing an energy resolution of 14.7% and Coincident
Resolving Timing (CRT) of 433ps.



N05-23: A MAPMT Compact Read-Out Based on CIAC, a Dedicated ASIC
M. Galasso!, A. Fabbri', V. Orsolini Cencelli', F. De Notaristefani’

'INEN Sezione Roma Tre, Roma, Italy
2Physics Department, Roma Tre University, Roma, Italy

A compact electronic board was developed to acquire the signals outgoing from a multi-anode photomultiplier tube (MAPMT).
The board is based on two naked samples of CIAC (Charge Integrator Array Chip), an ASIC developed in our laboratories
capable of acquiring individually 32 anode signals. Each acquisition channel of CIAC is composed of a charge sensitive amplifier
with a variable integrating capacitance ranging from 5 pF to 35 pF, a sample and hold and a variable gain amplifier to perform an
hardware correction of the MAPMT gain non-uniformity. The ADCs, placed on the same board, provide as an output all the 64
digitized charge values. The size of the custom board is 50x50x10 mm? and it can be coupled to one of the following MAPMTs:
H8500, H10966 or H12700. The power consumption is of 0.9 W and the board detection efficiency is of 95 % for a scintillation
rate of 1 kHz and of 72 % for a scintillation rate of 30 kHz, thanks to a maximum acquisition frequency of 150 kHz and a
minimum dead time of 0.7 us.

N05-24: MATRIX: a Novel Two-Dimensional Resistive Interpolation 15 Ps Time-to-Digital Converter ASIC
J. Mauricio, D. Gascon, D. Ciaglia, S. Gémez, G. Fernandez, A. Sanuy

University of Barcelona, Barcelona, Spain

This paper presents a 4-chanel TDC chip demonstrator with the following features: 15-ps resolution, 1280 ns dynamic range,
dead time < 20 ns, up to 10 MHz of sustained input rate per channel, around 60 mW of power consumption and very low area in
a 180 nm technology. The main contribution of this work is the novel design of the clock interpolation circuitry which is based
on a resistive interpolation mesh circuit (patented), a two-dimensional regular structure with outstanding performance in terms of
power consumption, area and low process variability.

N05-25: SENSROC10: a 64-Channel Analog Front-End ASIC Dedicated to CZT Detector for SPECT Imaging
W. Gao

Institute of Microelectronics, School of Computer, Northwestern Polytechnical University, Xi'an, Shaanxi Prov., China

This paper presents design techniques of an analog front-end ASIC dedicated to a pixilated CZT detector for single-photon
emission computer tomography (SPECT) imaging applications. In our proposed scheme, the signals from 64 pixels are readout.
However, only one pair of signals (peak voltage and time trigger) together with the hitting position are recorded and sent to
storage. The topology of the single readout channel consists of a charge sensitive preamplifier, a CR-RC shaper followed by two-
stage Sallen-Key (SK) filters, a peak-detect-and-hold circuit, a time discriminator and a time controller. A 64-channel front-end
readout ASIC is designed and implemented in TSMC 0.35 pum CMOS process. The preliminary results are obtained. The input
range of the ASIC is from 2000 e- to 130000 e-, which is suitable for the detection of the ? rays from ~10 keV to 600 keV. The
linearity of the output voltage is less than 3 %. The gain of the readout channel is 60 mV/fC. The static power dissipation is about
3 mW/channel. The above tested results show that the electrical performances of the ASIC can well satisfy SPECT imaging
applications. The overall performance is concluded in Table 1. For the future wok, the ASIC will be tested with the connection of
a pixilated CZT detector to obtain more tested results.

This work was supported in part by the National Natural Science Foundation of China under Grant No. 11475136, No. 61176094 and the
National Key Scientific Instrument and Equipment Development Project under Grant No. 2011YQ040082. The autors would like to thank Dr.
Christine Hu-Guo with IPHC, France for her valuable discussions on the circuit performance optimization and Prof. W. Jie and Prof. G. Zha with
NPU, Xi'an, China for their discussions on the CZT detector charateristics.

N05-26: Design, Characterization and Test of the Associative Memory Chip AMO06 for the Fast TracKer
System

R. Stamen

Kirchhoff-Institut fiir Physik, Heidelberg, Germany

On behalf of the FTK Collaboration

We will present performance of the new Associative Memory (AM) chip, designed and manufactured in 65 nm CMOS
technology. The AMOG6 is the 6th version of a highly parallel ASIC processor for pattern recognition in high energy physics
experiments. The AMOG6 is based on the XORAM cell architecture, which has been specifically designed to reduce power
consumption and control complexity. The AMOG6 is a large chip, which contains memory banks that store all data of interest. The
basic unit is a word of 18 bit. A group of 8 words (each of them related to a detector layer) is called a “pattern”. Each AMO06 chip
stores 217 patterns. The AMOG integrates serializer and deserializer IP blocks (working up to 2.4 GHz), to avoid routing



congestion at the board level. AMO6 is a complex VLSI chip, designed combining full-custom memory arrays, standard logic
cells and IP blocks. It occupies a silicon area of 168 mm2 and it contains about 421 millions transistors. The AMO06 chip is able to
perform a synchronous bitwise comparison of about 1 Mbit per second. The parallel input data rate is 100 MHz. Thanks to the
XORAM cell and to the design optimization, the AMO06 consumes about 2 fJ/bit per comparison. The AM is tailored for on-line
track finding in physics experiments; however, it is suitable also for interdisciplinary applications (i.e., general purpose image
filtering and analysis). In future we plan to design a more powerful and flexible chip at 28 nm CMOS.

N05-27: Design and Development of Radiation Hardened 2.5GHz Clock Multiplier Unit with 0.18i;%:m
Technology for CBM-MUCH Detector Electronics
H. K. Pandey', T. K. Bhattacharya®, J. Saini'

'ATDC, INDIAN INSTITUTE OF TECHNOLOGY, KHARAGPUR, WB, INDIA
’RIB, VARIABLE ENERGY CYCLOTRON CENTRE, KOLKATA, INDIA

A fast and radiation hardened detector system is required to detect the low momentum muons emanating from an environment of
high particle densities. Hence a radiation hardened front-end electronics is required for that detector system. To read out the high
flow data of Muon Chamber( MUCH) which is expected at Compressed Baryonic Matter (CBM) experiment, it requires precise,
time synchronized, compact, radiation tolerant and self triggered front-end electronics. The Clock Multiplier Unit (CMU)
delivers a clock with minimum jitter to Serialize and De-serialize (SERDES) the data that comes with a high flow rate. A
radiation hardened 2.5GHz clock multiplier unit (CMU) in 0.18i;'m standard CMOS process has been designed and developed
as a sub-block of a 10 bit SERDES operating at 2.5Gbps. The CMU design is based on phase lock loop and radiation hardening is
achieved at the design level by carefully choosing architecture and topology. At the layout level guard rings are used to reduce
the effect of radiation on circuits. This work focuses on the design and measurements of the developed CMU ICs. The effect of
gamma-ray irradiation using a Co-60 source is examined and also with the neutron irradiation. The test results reveal that
radiation tolerance is sufficient for the operation in an environment of the CBM-MUCH detector experiment.

N05-28: BASIC64: a New Mixed-Signal Front-End ASIC for SiPM Detectors
P. Cald', F. Ciciriello', F. Corsi', C. Marzocca', G. Matarrese', M. G. Bisogni2

'Dept. of Electrical and Information Engineering, Politecnico di Bari, Bari, Italy
Dept. of Physics, Universitd di Pisa, Pisa, Italy

In the framework of the INSIDE (INnovative Solutions for Dosimetry in hadrontherapy) project, aimed at the construction of a
compact PET system and a fiber tracker to be used for in-beam dose monitoring and primary vertex reconstruction in
hadrontherapy, a multichannel front-end ASIC, BASIC64, has been developed in a standard 0.35?m CMOS technology for
interfacing the SiPM detectors used in the PET system. The self-triggering ASIC hosts 64 current-mode front-end channels,
generates a trigger signal corresponding to the detection of a valid event and provides the associated energy information in the
digital domain, by means of a 10-bit integrated ADC. The front-end architecture is based on a very simple open-loop current
buffer, i.e. a common gate configuration, to avoid possible stability issues related to the application of negative feedback due to
the large values of the equivalent capacitance of the detector. The input signal from the detector is split in two different branches
directly at the input node, by means of two matched common gate transistors. A “fast” path is used to generate the trigger signal
of the channel, while a “slow” path, which includes an integrator and a peak detector, produces an analog voltage proportional to
the peak of the integrated charge, which is then A/D converted. The digital logic integrated in the ASIC manages autonomously
the read out procedure, carried out in sparse or serial mode, controls the ADC and the data transfer via a LVDS link and resets the
ASIC after the completion of the read out procedure. A test setup for the prototypes of the ASIC, based on a FPGA device, has
been designed and realized and the characterization measurements of the chip are currently in progress.

N05-29: Characterization of ASIC-Based Detectors for Limited Angle Tomography TOF-PET

A. Aguilarl, J. M. Monzo', A. J. Gonzalez!, A. Gonzalez-Montoro', G. Cafiizares', L. F. Vidal', L. Hernandez!, R. Colom',
D. Grau-Ruiz', J. P. Riglal‘z, E. Diaz-Caballero'?, P. Bellido', P. Conde’, A. Iborra', L. Moliner!, M. J. Rodriguez-Alvarezl,
S. Sanchez!, M. Seimetz!, A. Soriano', F. Sanchez', J. J. Garcia—Garrigosl, J. M. Benlloch'

! Institute for Instrumentation in Molecular Imaging, Valencia, Spain
Tesoro Imaging S.L., Alicante, Spain

Time of Flight (TOF) functionality is primarily required to deal with limited angle tomography (LAT) scanners, where close
geometry as the typical ring shape, cannot be implemented. It could, for instance, be the case for dedicated cardiac or prostate
PETs. A PET imager with missing angular information produces non-uniformities and artifacts in the reconstructed image across
the field of view. If TOF information is available, one could afford loosing part of this information reducing the artifacts on the
final reconstructed image. Detectors based on SiPM technology have demonstrated that, in order to obtain a very accurate time
resolution, it is required to process independently each SiPM element so that the time information related to the rise time of the
signal is preserved. Application Specific Integrated Circuits (ASICs) are one of the most suitable solutions to carry out this work



when SiPM arrays are used. ASICs can preserve a very good spatial and energy resolutions when compared to classical readout
approaches. Unlike crystal arrays, monolithic scintillators allow one to preserve the light distribution of each impact. In this
work, two readout options based on ASICs, coupled to SiPM arrays with different crystal types are studied in order to validate
their use for TOF-PET applications. Crystal arrays have been used to initially optimize the experiments. Parameters such as
spatial, energy and time resolution have been evaluated. In terms of Coincidence Resolving Time (CRT) promising results have
been obtained, having times under 400 ps FWHM. Spatial resolution is better than 1mm according to the pixel resolving
capability presented and energy resolution appears to be around 16%. There is a huge room for improvement taking into account
many remaining optimizations. The ultimate goal is to test monolithic crystals instead of crystal arrays to take advantage of their
lower cost and their photon impact Depth of Interaction determination capabilities.

N05-30: A New Vertical JFET Technology for the Powering Scheme of the ATLAS Upgrade Inner Tracker
P. Fernandez-Martinez, D. Flores, S. Hidalgo, D. Quirion, M. Ullan

Instituto de Microelectronica de Barcelona, IMB-CNM (CSIC), Barcelona, Spain

A new vertical JFET technology has been recently developed at the IMB-CNM (Barcelona). Mainly conceived to work as rad-
hard switches for the renewed HV powering scheme of the ATLAS upgraded tracker, the new silicon V-JFET transistors take
advantage of a deep-trenched 3D technology to achieve bulk conduction and low switch-off voltage. Together with the choice of
a high-resistive p-type substrate, these features prospect suitable radiation hardness for the application. First V-JFET batches
have been produced and characterized at the IMB-CNM clean room, with very promising pre-irradiated results, already meeting
the specifications. A detailed compilation of the simulated and measured performance is shown in the contribution together with
further aspects concerning the technology and design. To evaluate the radiation hardness, a thorough irradiation campaign,
including gamma, neutron and proton irradiations, has been already scheduled and the results will be also presented in the final
contribution.

N05-31: A 64 Channel Mixed-Signal ASIC for the Readout of GEM Detectors in the BESIII Experiment
C. Leng1’2’3, J. Chai'**, H. Li**, A. Di Francesco’, R. Bugalhoé, M. Maggiora2’7, S. Marcello®’, A. Rivetti>, M. Rolo? J. Varela™®

IDipam'mento di Elettronica e Telecomunicazioni, Politecnico di Torino, Torino, Italy
2Sezione di Torino, Istituto Nazionale di Fisica Nucleare, Torino, Italy

3University of Chinese Academy of Sciences, Beijing, China

*IHEP, Chinese Academy of Sciences, Beijing, China

5L1P, Lisbon, Portugal

°PE T-Sys Electronics, Oeiras, Portugal

7Dipartimem‘0 di Fisica, Universita di Torino, Torino, Italy

A mixed-signal ASIC optimized for the readout of the cylindrical GEM detector of the BESIII experiment is presented. The chip
consists of 64 analog front-ends, each featuring a charge-sensitive amplifier followed by a dual-shaper. A low-power TDC and a
10 bit Wilkinson ADC with derandomizing buffers allow to capture both the time-of-arrival of the event and the energy deposited
by the impinging particles. The ASIC is designed for input capacitance up to 100 pF, event rates of 60 kHz per channel and
maximum power consumption of 10 mW/channel. The chip is fabricated in a 110 nm CMOS process.

N05-32: Development of a Low-Cost, Compact, Multi-Channel, FPGA-Based Digital Pulse Processor
E. M. Becker!, A. T. Farsoni!, C.-S. Lee?, M. Mannino'

!School of Nuclear Engineering, Oregon State University, Corvallis, OR, USA
ZBigML, Inc., Corvallis, OR, USA

As more complicated radiation detection systems are developed, the demand for compact, multi-channel pulse processing
systems closely follows. While commercial multi-channel systems are available, they are often expensive, designed to fit into
instrument crates rather than operate as a single unit, and do not allow the on-board digital pulse processor to be re-configured by
the user. A low-cost, compact, single-unit digital pulse processor with eight-channels is being developed at Oregon State
University that allows full control over the digital pulse processing algorithms implemented on the on-board high-performance
FPGA. The channels are sampled using a 125 MSPS, 14-bit, eight-channel ADC to capture entire pulses and process them in
real-time. The system was characterized for non-linearity, energy resolution, and timing resolution using both a pulse generator
and an HPGe detector, and its performance in high count rate environments evaluated.

This work was funded in part by the Consortium for Verification Technology under the US Department of Energy National Nuclear Security
Administration award number DE-NA0002534 and by the US Department of Homeland Security Domestic Nuclear Detection Office award
number 2014-DN-077-ARI081-01.

N05-33: A Multi-Channel CCD Clock Driver ASIC for Space-Based Applications



Q. Morrisseyl, S. Bell!, L. Jones', N. Waltham?, M. Clapp2

Technology, STFC Rutherford Appleton Laboratory, Didcot, Oxfordshire, United Kingdom
RAL Space, STFC Rutherford Appleton Laboratory, Didcot, Oxfordshire, United Kingdom

A high voltage mixed signal ASIC is described that provides multiple fully programmable clock outputs capable of driving large
format CCD capacitive electrodes. The COMET ASIC provides 6 independent clock buffering channels each with individually
programmable rising/falling current drive and high/low voltage levels. Output voltage levels are controlled with integrated fast
response regulators that operate over a 16.368V range without the need for external decoupling capacitors. Clock drive currents
can be adjusted for the load capacitance and voltage swing required over a 409.6mA range, with edge speeds <15ns achievable
for small loads. Setup and control of the ASIC is via a simple SPI interface with safety features to ensure correct sequencing of
channel operation and prevent driver supply reverse biasing. The ASIC also features an under-voltage lock out circuit to
safeguard the chip in the event of power loss. All necessary biases are generated internally and only supply decoupling, a single
filtering capacitor, and a resistive divider are required to operate the device. The circuit is manufactured in a commercial 0.35um
HV CMOS technology and uses established layout techniques to harden against both Total Ionising Dose (TID) and Single Event
Latchup (SEL) radiation effects. The device has been manufactured and test results are shown relative to expected performance
from simulation.

N05-34: Development and Evaluation of Multichannel Readout ASIC for the Development of SiPM Based PET
K. Park', Y. Choi', J. Choi', D. J. Kwak', G.-C. Ahn?, J. Bong?, M. S. Kim’

'Molecular Imaging Research & Education (MiRe) Laboratory, Department of Electronic Engineering, Sogang University,
Seoul, Korea
Mixed Signal Circuit Design Laboratory, Department of Electronic Engineering, Sogang University, Seoul, Korea

The purpose of this study was to develop and to evaluate the performance of the multichannel readout ASIC for the development
of SiPM based PET. The multichannel readout ASIC implemented in a 0.18 pm CMOS technology consisted of 4 preamplifiers,
4 peak-detect-hold stages (PDH), 4 cyclic ADCs, 2 comparators, a vernier TDC and a control interface. The output of comparator
was used to detect arrival time for the sum of the pre-amplified signal and converted to time value by TDC. The PDH output was
converted to energy value by ADC, which was synchronized by comparator output. An FPGA based data acquisition board was
developed to evaluate the performance of the developed ASIC for the development of SiPM based PET. PET detector modules
were composed of four 4 x 4 arrays of 3 x 3 mm® SiPM and four 4 x 4 arrays of 3 x 3 x 20 mm’ LYSO. 64 output signals from
detector module were processed by the discretized positioning circuit (DPC) for channel reduction and position information and 4
output signals of the DPC were transferred to the developed ASIC to acquire position, energy and time information of an
interacted gamma ray. The integral non-linearity and differential non-linearity of ADC was +2 and +1 LSB, respectively. The
intrinsic resolution of TDC was 19.5 ps and the total power consumption was 468 mW. An acquired flood image showed that all
64 crystal pixels could be clearly resolved. The average energy resolution and the coincidence timing resolution was 18.6 £ 2.2 %
(FWHM) and 724.5 ps (FWHM), respectively. The results of this study demonstrated that the developed multichannel readout
ASIC could be utilized for the development of SiPM based PET. A further study will be performed to optimize internal control
value of the ASIC and the performance of the multichannel readout ASIC for the development of SiPM based PET.

N05-35: An ASIC Architecture for Dead Time-Less, Multichannel Current Pulse Acquisition with Extended
Input Range
D. Mazur', V. Herrero Bosch!, R. J. Aliagaz, J. M. Monz6 Ferrer!, R. Gadea Gironés', R. J. Colom Palero’

]13M, Universitat Politécnica de Valéncia, Valencia, Esparia
?Instituto de Fisica Corpuscular, Paterna, Valencia, Esparia

A multichannel IC architecture is presented which is able to process and digitize simultaneous current pulses in every input
channel with no deadtime. The main part of the IC frontend is a continuous time integrator controlled by two comparators. When
the frontend output voltage exceeds any of the comparator fixed thresholds a Charge Pulses System (CPS) is activated and brings
the output voltage back inside the given range. As a consequence the frontend behaves as an asynchronous and self-regulating
system. The CPS permits to increase the dynamic range of the input current by over two decades and improve at least 20 dB of
SNR. The analog to digital conversion is performed in two steps: 6 MSBs are quantized by the CPS pulse counter and 8 LSBs are
obtained from a later ADC. A total of 14 ENOB is achieved at the output for IMHz of operation frequency. The IC is designed
for sensors with fast pulse current responses such as SiPM. The CPS extended input range can take advantage of high gain
sensors thus improving overall SNR of the detector. Energy resolution dependent applications such as PET might benefit from
this novel DAQ architecture. The extracted layout simulations of the IC frontend will be presented at the conference.

N05-36: Analog Pixel Front-End for VIPIC-Large Detector
G. Deptuch', F. Fahim', P. Grybos?®, P. Kmon?, P. Maj?, R. Szczygiel?, T. Zimmerman'



!PPD/EED, Fermi National Accelerator Laboratory, Batavia IL, USA
’Department of Measurement and Electronics, AGH University of Science and Technology, Krakow, Poland

We report on the design of the analog tier for VIPIC-L IC (Vertically Integrated Pixel Imaging Chip Large) designed for X-ray
Photon Correlation Spectroscopy (XPCS) experiments. The VIPIC-L chip (with the area of 1,285 x 1,285 mm?) is an array of 192
x 192 pixels with 65 pm x 65 pm pixel size and consists of two tiers: analog and digital. The single analog pixel cell consists of a
charge sensitive amplifier (CSA) with a feedback discharge block (fedCSA), an amplifier I (AMP_I), two amplifier II (AMP_II)
and two discriminators (DISCR_L and DISCR_H for setting the thresholds Low and High). Each pixel contains additional
blocks, such as a simple test charge injection circuit, blocks for trimming the effective offset spread, a block for the recovery of
sensitive analog references. The paper presents the detail of analog front-end pixel, including new low noise and very effective
detector leakage current compensation circuit, blocks for adjustment of gain and trimming offset and the communication
interface between analog and digital tier. 3D technologies open also new possibilities for distribution of power supply and biasing
in large pixel matrix, which is effectively used in VIPIC-L design.

N05-37: Evaluation of the Spectroscopic Performance of the Integrated Multi-Channel Charge-Sensitive
Preampli?er of TRACE with a Silicon Detector Prototype

S. Capral’z, A. Pullia"% R. J. Aliaga3, D. Mengoni4‘5, P. R. John™, A. Gadea®, V. Herrero®

!Dpt. of Physics, University of Milano, Milan, Italy

’INFN of Milano, Milan, Italy
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*INFN of Padova, Padova, Italy

’Dpt. of Physics and Astronomy, University of Padova, Padova, Italy

Universitat Politecnica de Valencia, Valencia, Spain

In this work the experimental results are presented showing the spectroscopic performance of the ASIC multi-channel charge-
sensitive preamplifier of TRACE (TRacking Array for light Charged particle Ejectiles). The results were obtained connecting a
silicon pad detector to a custom-designed preamplifier board with eight ASIC CSPs. The detector and the board were put in a
vacuum chamber with a triple Am-Cm-Pu alpha source. The output signals were digitized with four FPGA-powered 100 MHz
14-bit resolution digitizer cards. The energy resolution obtained is around 22 keV at 5486 keV. The results are very encouraging
and pave the way for future developments.

N05-38: MuTRIiG: a Mixed Signal Silicon Photomultiplier Readout ASIC with High Timing Resolution and
Gigabit Data Link
H. Chen, K. Briggl, P. Eckert, T. Harion, Y. Munwes, H.-C. Schultz-Coulon, W. Shen, V. Stankova

KIP, Heidelberg University, Heidelberg, Germany

MuTRIG is a mixed signal Application Specific Integrated Circuit (ASIC) developed in UMC 180nm CMOS technology. It is
designed for the readout of Silicon Photomultiplier (SiPM) in ultra-precise timing and ultra-high event rate applications for high
energy physics experiments and medical imaging. And it is dedicated to the readout of the tile detector and the fibre detector of
Mu3e experiment, which is designed to search for the lepton-flavour violating decay of a positive muon into two positrons and
one electron with a branching ratio sensitivity of 10"-16. To reduce the combinatorial background at high rates and to facilitate
event reconstruction, a good timing resolution of 100 ps sigma and 500 ps sigma is required for the Mu3e tile detector and the
Mu3e fibre detector, respectively. An event rate as high as 1.3 MHz/channel poses another challenge for the development of
MuTRiG. MuTRiG features 32 fully differential analog front end channels and 50 ps time binning TDCs, which both have been
extensively characterized in STiCv3 ASIC and have been proven to provide an excellent timing resolution. The recorded event
data are processed by the integrated digital circuits and transferred to the Data Acquisition system (DAQ) via a gigabit data link
with 8b/10b encoding. The gigabit data link is accomplished by a customized gigabit LVDS transmitter and a dedicated dual-
edge serializer. Preliminary tests show a performance of the gigabit data link which exceeds the requirements for Mu3e
experiment. An external trigger functionality for event validation is also integrated, to reduce the load of data link. The design of
the MuTRIG chip and the characterization results of the gigabit data link will be presented.

N05-39: Design of Low Power and Low Area 12-Bit 40MSPS SAR ADCs with a Redundancy Algorithm and
Digital Calibration for High Dynamic Range Calorimeter Readout
D. K. Dzahini, M. Zeloufi

Electronics, IN2P3-LPSC, France, France

We present two versions of 12-bit 40MSPS SAR ADCs using a search algorithm so called generalized redundant. It offers the
flexibility to relax the requirements on the DAC settling time. Two more bits of redundancy are included to allow a digital



calibration based on a code density analysis to compensate the capacitors mismatching effects. A monotonic switching algorithm
is used for these prototypes; hence 70% of dynamic power consumption is saved in comparison to a conventional switching
algorithm. Our first prototype used a non segmented conservative scheme. The second prototype is segmented and offered a very
aggressively low area feature. Both design are fully differential and was produced in a CMOS 130nm 1P8M process. The first
design dissipates 11mW with an area of 7mm?2, while the second dissipate only 6.5mW for an area of only 0.35mm?2 and open
the way for multichannel and multi-gain integrated readout circuits including high resolution converters.

N05-40: Design Considerations for Embedded Real-Time Processing for 3D Digital SiPMs with Multiple TDCs
W. Lemaire, F. Nolet, A. Corbeil Therrien, J.-F. Pratte, R. Fontaine

Department of Electrical and Computer Engineering, Université de Sherbrooke, Sherbrooke, Québec, Canada

Recent developments in digital silicon photomultipliers (dSiPMs) detectors have placed them as serious candidates for replacing
photomultiplier tubes (PMTSs) in applications requiring high timing performance, such as positron emission tomography (PET).
While offering excellent timing resolution, single photon avalanche diodes (SPADs) generate dark counts which can blur the
beginning of scintillation events. A dSiPM architecture with multiple time-to-digital converters (TDCs) offers the advantage of
timestamping individual photons, producing more detailed measurements of scintillation events. This opens up the possibility of
applying dark count filtering. The individual detection of photons allows combining the timing information of multiple
timestamps, and, with the appropriate estimator, improves the timing resolution. A dSiPM architecture with multiple TDCs offers
many advantages, but if the TDCs are not perfectly uniform throughout the array, the timing resolution can be severely hindered.
Acknowledging these design considerations, a real-time processing scheme is suggested to improve the timing resolution with
dark count filter, multiple photon time estimation, and TDC uniformity corrections. With a 1 x 1 x 5 mm® LYSO scintillator, the
processing scheme improves the CTR by 45% or more when using at least 6 TDCs with the SPADs simulated.

N05-41: VIPRAM3D: a Multi-Tier 3D Architecture for Pattern Recognition-Based Track Finding
J. R. Hoff, G. Deptuch, S. Joshi, T. Liu, A. Shenai

PPD/EED/ASIC, Fermilab, Batavia, IL, USA

Fermilab has recently conducted a vertically integrated wafer run for several projects. VIPRAM3D is a 3D integrated circuit
constructed with two purposes in mind 1) High-speed associative memory-based track-finding pattern recognition, and 2) Basic
research into multi-tiered vertical integration. Simply put, taking a known 2D design and converting it to 3D is a natural, obvious
step in researching vertical integration. VIPRAM3D is a conversion of an existing 2D architecture (protoVIPRAMO0) into a
multi-tier stack. There are two types of tiers in the stack — CAM Tiers and Control Tiers. CAM tiers implement a 2-dimensional
array of 15-bit Content Addressable Memories that search for matches from among event data from one particular detector layer.
Control Tiers implement detector layer-by-detector layer pattern recognition of tracks. At least one CAM Tier must be vertically
integrated below a Control Tier and up to four CAM Tiers can be accommodated by one Control Tier through additional vertical
integration. A very simplified readout architecture is implemented so as to permit direct measurement of the performance
characteristics (speed, power, etc.) of the CAM and Control Tiers. These direct measurements when compared to those made of
protoVIPRAMOO will provide a comprehensive analysis of the effects of vertical integration.

N05-43: Pixel Back-End of the VIPIC-Large Chip for Dead-Time-Less Registration of X-Ray Photons
G. W. Deptuch', F. Fahim', P. Grybos?, P. Kmon®, P. Maj®, R. Szczygiel’
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The concept of the Vertically Integrated Photon Imaging Chip (VIPIC) has been proposed to fill a niche need for a pixel detector
for X-ray Photon Correlation Spectroscopy. The current realization is the successor of the first successful demonstration of a
three-dimensionally integrated device, tested on the 8ID-I beam-line at the APS at ANL. The size of the new device has been
increased, hence the name VIPIC “Large (L)”, additionally its circuitry has been significantly enhanced. A single VIPIC-L chip
has the external dimensions of 1.25x1.25 cm2, with a matrix of 192x192, 65 pum pixels. The planned experiments are
characterized by relatively low occupancy of incoming photons, but require their dead-time-less registering with the timing
resolution as good as less than 1ps. Thus, the digital back-end of the VIPIC-L pixel was designed to operate with timing provided
by an external clock and compatibly with a zero-supressed or, optionally, imaging mode. Furthermore, it avoids double counting
of hits at the transitions of the time frames, and allows resetting of hit counters without losing new hits incoming even during the
resetting. The details of the design are given.

N05-44: A GHz Waveform Recorder and Digitizer ASIC
J. Qin, L. Zhao, Y. Lu, B. Cheng, S. Liu, Q. An

University of Science and Technology of China, Hefei, 230026, China, Hefei, China



Pulse waveforms from detectors carry the maximum possible information, and the high demands of fast waveform digitization
led to the development of Switched Capacitor Arrays (SCAs). The Effective Number of Bits (ENOB) performance of current
SCAs is quite limited by the sampling circuit. This paper focuses on research to improve the ENOB through circuit optimization,
dual-gain structure design and new calibration method. And a GHz transient waveform digitization ASIC prototype has been
designed to implement the above ideas and evaluate the performance. This SCA ASIC is fabricated in global foundry 0.18 um
CMOS process, and each channel employs a SCA structure of 128 samples deep, while the high speed sampling clock is provided
by an on-chip delay-locked loop (DLL). After waveform capture, the analog signal is fed into 128 parallel 12-bit ramp-
comparator Analog-to-Digital Convertors (ADCs), and then followed by a serializer with 200 MHz rate. Based on the simulation
results, input analog bandwidth is more than 300 MHz and sampling speed can be adjusted from 0.5 to 2 GSa/s. With the new
amplitude and time correction, a full 1 V signal voltage range is available, and the ENOB reaches 9 bit at 200 MHz input;
combined with the dual-gain structure, an equivalent measurement accuracy can be further enhanced. The chip is in the process
of fabrication and tests will be further conducted after fabrication of the ASIC is completed.

N05-45: The Front End Electronics of T0O Detector in the External Target Experiment of CSR in HIRFL
P. Deng, L. Zhao, P. Xia, J. Lu, S. Liu, Q. An

University of Science and Technology of China, Hefei, China

Fully fledged front end electronics (FEE) modules are designed for the TO detector in the External Experiment in CSR (Cooling
Storage Ring) of HIRFL (Heavy Ion Research Facility in Lanzhou). Based on the NINO ASIC, two different front-end modules
were designed for the internal and external MRPC of the TO detector, which integrates 16 and 24 channels, respectively. Both the
internal module and the external module can achieve high precision leading edge discrimination and Charge-to-Time Conversion,
and can fit the mechanical structure for the detector. The output pulse of the front-end modules were digitized through
digitization modules with FPGA-based TDC integrated inside. To evaluate the functionality and performance, we also conducted
a series of tests in the laboratory. Test results indicate that these FEE modules function well, and the time precision of the front-
end electronics is better than 30 ps, which satisfies the application requirement.

N05-46: Implementation of Broadband Mismatch Correction in a 1.6-Gsps TIADC System
X. Gao, L. Zhao, Z. Jiang, S. Liu, Q. An

University of Science and Technology of China, Hefei, China

Analog-to-Digital Converter (ADC) is widely used in both scientific experiment measurements and daily life such as
communication. Unfortunately, high-resolution and high-speed are often incompatible in the current manufacturing technology.
Although, Time-Interleaved ADC (TIADC) is a research hot spot, which can achieve much higher sampling rate beyond the
speed limitation of single ADC chips. The offset, gain, and skew mismatches among different ADC channels would severally
degrade the system performance, which can usually be described using ENOB. Efforts were devoted to the mismatch error
correction algorithms. The perfect reconstruction algorithm is an easily implemented method to eliminate the effect of
mismatches. However, the current methods mainly focus on correction with narrow bandwidth input signal, and real-time
implementation of the algorithms is great challenge. This paper presents a broadband mismatch error correction method, which is
implemented as real-time correction logic in FPGA devices. And we also tested and evaluated the correction performance with a
1.6 Gsps TIADC system. Test results indicate that this correction method fits a broadband range from 5 to 600 MHz, and the
ENOB is enhanced to be better than 10 bit (5~300 MHz) and 8 bit (300~ 600 MHz) after correction, which is obvious
enhancement compared with the traditional narrow band correction.

N05-47: Measurement of the Power Spectral Density of Noise Produced by a Large Integrated Feedback
Resistor for Charge-Sensitive Preamplifiers

S. Capra'?, A. Pullia"?

'Dpt. of Physics, University of Milan, Milan, Italy

’INFN of Milan, Milan, Italy

Charge-sensitive preamplifiers (CSP) require high-valued feedback resistors as continuous-time reset devices: higher resistance
values correspond to lower current noise and better spectroscopic performances. Designing integrated multi-channel CSP such
resistors are generally left as external components or substituted with active transconductors. The former are bulky and not
adequate for situations where a high degree of integration is required, the latter generally suffer from linearity and noise
problems. A possible solution could be the use of large integrated polysilicon resistors. These ones, however, suffer from a very
high distributed capacitive coupling to bulk, which tends to turn such devices into transmission lines. Simple resistor models are
no longer adequate to describe both the impedance and the noise generators of such integrated resistors. We developed a closed-
form model which describes the current noise produced by a resistance with distributed capacitance. We realized a 100Mohm
integrated polysilicon resistor and measured the power spectral density of noise produced by this device connecting it as a
feedback resistor to a low-noise charge-sensitive preamplifier.



N05-48: Evaluation of the Prototype Front End Electronics of WCDA in LHAASO
S. Chu

University of Science and Technology of China, Hefei, China

Abstract: The Water Cherenkov Detector Array (WCDA) is one of the key parts of the Large High Altitude Air Shower
Observatory (LHAASO). In WCDA, the high precision time and charge measurement are required for 3600 Photomultiplier
Tubes (PMTs) scattered over a 90000 m2 area. With a distributed architecture, the 400 Front End Electronics (FEEs) placed near
the PMTs are responsible for the time and charge measurement over a large dynamic range. The time measurement resolution is
required to be better than 0.5 ns RMS and the required resolution for the charge measurement is better than 30% @ 1 Photo
Electron (P.E.) and 3% @ 4000 P.E. Considering the large scale of the detector area, high precision clock distribution and
automatic phase compensation over long distances is required. To simplify the electronics structure, clock, data and commands
are transmitted together over the same optical fiber media. To evaluate the prototype FEE performance, we conducted a series of
tests, including performance tests both with constant and changing ambient temperature. Test results indicate that time and
charge measurement resolution and clock synchronization satisfy the application requirement.
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N06-1: High-Speed Recorder Based on SCA Technology for Thomson Scattering Diagnostic on ITER
E. A. Puggal, S. V. Ivanenko'?, A. D. Khilchenko'?, A. N. Kvashnin!, P. V. Zubarev'?, D. V. Moiseev'

1630090, Budker Institute of Nuclear Physics, Novosibirsk, Russia
2630092, Novosibirsk State Technical University, Novosibirsk, Russia

The Thomson scattering diagnostic are used for plasma parameter (density, temperature) measurements. For Thomson scattering
diagnostic it is necessary to record the signals with short duration (~ ns) in a wide amplitude range of signal changes with high
level of background. Using of switch capacitor array (SCA) technology for recording such signals is more attractive as compared
to other methods, since it provides higher performance (up to several tens of GHz), amplitude acceptable dynamic range (10-14
bits) and high functional capacity (2-10 channels analog-digital conversion). This paper describes the prototype of the high-speed
recorder based on SCA technology for Thomson scattering diagnostic developed by Budker Institute of Nuclear Physic (Russia,
Novosibirsk) for ITER (Cadarache, France). Developed recorder is based on 8-channel crystal DRS4, created in PSI (Paul
Scherrer Institut) for spectroscopic applications and FPGA with System of Cryslal (Cyclone V). Recorder allows recording
signals of 8 channels with sampling rate up to 5 GHz with a dynamic range of 10-12 bits.

N06-2: Hardware Tracking R&D for the ATLAS at the High Luminosity LHC TDAQ System
A. Tavares Delgado
Laboratorio de Instrumentacao e Fisica Experimental de Particulas, LIP, Lisboa, Portugal

On behalf of the ATLAS Collaboration

The unprecedented level of pile-up expected at the High Luminosity LHC, at 7.5¢34/cm”2/s, makes the role of tracking in the
ATLAS Trigger system pivotal for exploiting the full physics potential of the delivered luminosity. ATLAS has been carrying out
R&D to develop a hardware tracking system that will perform fast regional tracking at 1MHz, with the pattern recognition based
on custom-designed associative memory ASICS, contributing to a fast rejection of uninteresting events. We will present the
performance of the pattern recognition at Hight Luminosity LHC pile-up conditions, and give estimates of the latency for the
tracker regional readout and of the off-detector system.

N06-5: Trapezoidal Shaping Algorithm Based on Digital Penalized LMS Method
Y. Huangl’z, H. Gongl’z, T Li'?

!Key Laboratory of Particle & Radiation Imaging, Tsinghua University, Beijing, China

’Dept. of Engineering Physics, Tsinghua University, Beijing, China

Trapezoidal shaping algorithm is widely used in the measurement of nuclear signal and spectroscopy, which contributes to reduce
pile-up effect and achieve good resolution. Traditional trapezoidal filter is an IIR (Infinite Impulse Response) one, and strongly
depends on the shape of the input pulse. In order to take into account the environmental noise and get high signal-to-noise ratio
for dedicated systems, the Digital Penalized Least Mean Squares (DPLMS) method is employed to calculate optimum digital FIR
filters. Implemented in FPGA and applied on X-ray diffraction system with the silicon drift detector, the DPLMS trapezoidal
shaping algorithm acquired good resolution results.

N06-6: An IMPI-Compliant Control System for the ATLAS TileCal Phase II Upgrade PreProcessor Module



A. White
Physics, University of Texas at Arlington, Arlington, TX, USA
On behalf of the ATLAS Tile Calorimeter System

As a part of the Large Hadron Collider (LHC) upgrade program towards the High Luminosity LHC (HL-LHC), major changes
are being introduced in the majority of the electronic subsystems of the ATLAS experiment. Amongst the many changes being
incorporated, the on- and off-detector electronics of the TileCal will undergo a complete redesign process. It is expected that by
the end of the ATLAS Phase Il upgrade program, the detector and data acquisition system will be accommodated for the HL-
LHC requirements. The data generated by the beam collision activity will be digitized by the on-detector electronics and
delivered to the PreProcessor (PPR) located in off-detector counting rooms. The total bandwidth of the readout system will,
roughly, reach 80 Tbps. The PPR delivers pre-processed digital trigger information to Level 0/1 systems, therefore acting as a
link between the on-detector electronics and the overall data acquisition system of ATLAS. The PPR also links the on-detector
electronics with the so called Detector Control System (DCS), whose functionality is to monitor the high voltage distribution
system.

With the purpose of efficiently monitor the PPR, a control system following the Intelligent Platform Management Interface
(IPMI) specifications is implemented. The IPMI functionalities allows out-of-band access to the PPR in scenarios where the PPR
firmware has not yet booted, or when the PPR’s FPGAs are powered down or even in case of PPR failure. In this paper, the IPMI
Module Management Controller (MMC) hardware and firmware incorporated into the PPR board are being described, together
with the software and Graphical User Interface (GUI) developed to access, via the different IPMI-compliant boards, and visualize
in real-time the state of the sensors and relevant control information regarding the PPR state and functions. Results about the
performance of this setup are also shown and evaluated.

N06-7: Fast DAQ system for recording profiles of Thomson scattering ns pulses
S. V. Ivanenko"? E. A. Purygal, A. D. Khilchenko'?, A. N. Kvashnin', P. V. Zubarev"?, V. K. Ovchar'

!Institute of Nuclear Physics, Novosibirsk, Russia
’Novosibirsk State Technical University, Novosibirsk, Russia

Thomson scattering is the most accurate and useful method of measuring plasma electron temperature and density in fusion-
oriented experiments. The small power (~10"-8W) and short duration (~10 ns and less) of scattering signal are the main technical
problems of the method. That is why highest requirements are made to photodetection and recording systems. Developed by
Budker Institute of Nuclear Physics (Novosibirsk, Russia) fast DAQ system allows recording profiles of short duration (3-5 ns)
scattered pulses in 0-200MHz bandwidth with 2GSPS rate and 10-bit resolution. The system consists of photo detector modules,
fast (2GSPS) and slow (10MSPS) ADC modules and synchronization subsystem. The 48-channel version of this system was
developed as a prototype for ITER (Cadarache, France) divertor Thomson scattering diagnostic. The report includes the
experimental results of using DAQ system for Thomson scattering diagnostic in GLOBUS tokamak (St. Petersburg, Russia).

N06-8: Development of a Fast Framing Detector for Electron Microscopy
L. Johnson', K. Bustillo?, J. Ciston?, E. Dart’, B. Draney4, P. Ercius’, E. Fongl, C. Grace!, J. Josephl, J. Lee*, A. Minor?,
C. Ophus2, D. Skinner?, T. Stezelbergerl, C. Tindall’, P. Denes’

! Engineering Division, Lawrence Berkeley National Laboratory, Berkeley, CA, USA

’National Center for Electron Microscopy, The Molecular Foundry, Lawrence Berkeley National Laboratory, Berkeley, CA, USA
Energy Sciences Network, Lawrence Berkeley National Laboratory, Berkeley, CA, USA

“National Energy Research Scientific Computing Center, Berkeley, CA, USA

5Physical Sciences, Lawrence Berkeley National Laboratory, Berkeley, CA, USA

A high frame rate detector system is being developed to enable new scanning diffraction experiments in transmission electron
microscopy. This detector will consist of a central monolithic active-pixel sensor that is surrounded by annular silicon diodes.
Both components of the detector system will synchronously capture data at a 100 kHz frame rate. The inner pixel detector will
contain a 576 x 576 array of 10 um pixels. With 12 bits of amplitude information per pixel, this becomes approximately 400
Gbps of data. A team of scientists and engineers from National Center for Electron Microscopy (NCEM), National Energy
Research Scientific Computing Center (NERSC) and the Engineering Division of Lawrence Berkeley National Laboratory have
joined together to transport and analyze this data in real time. Data from the detector will be sent over 4 dedicated 100 GbE links
to the memory of the Cori supercomputer at NERSC that will perform the data analysis. First experiments will focus on
convergent beam electron diffraction (CBED) data from the central pixel detector and the high-angle annular dark field
(HAADF) signal from the surrounding diodes. The former method provides details about structure, composition, polarization,
and three-dimensional defect crystallography; while the latter assesses the mass-thickness contrast of the sample. Rapidly
recording and analyzing scanning diffraction patterns will make new research opportunities in electron microscopy possible.

N06-9: Single-Chain 4-Channels High-Resolution Multi-Hit TDC in FPGA



N. Lusardi, M. Luciani, A. Geraci
DEIB, Politecnico di Milano, Milan, Italy

We present a TDC architecture designed for being implemented in a FPGA device with the highest regard to the trade-off among
resource saving, resolution and input rate. In particular, 4 channels with a single physical measurement line guarantee resolution
below 32 ps r.m.s. per channel at the input rate of events equal to 2 GHz. The system is composed of a single tapped-delay-line of
length equal to the clock period where the 4 input channels merge, a register of the occurring events, and just one coarse counter.

N06-10: The Real-Time Processor for the CMS Fast Beams Condition Monitor Implemented in FPGA
A. A. Zagozdzinska

WUT (Warsaw University of Technology), Warsaw, Poland

On behalf of the CMS Collaboration

The Fast Beams Condition Monitor (BCM1F), upgraded for LHC Run II, is used to measure the online luminosity and machine
induced background for the CMS experiment. The detector consists of sSCVD diamond sensors mounted radially around the beam
pipe that are read out with a custom fast front-end. The analogue signals are transmitted through the optical path to the dedicated
back-end electronics. Since the signals from the sensors are used for real time monitoring of the LHC conditions they are
processed to measure separately rates corresponding to LHC collision products, machine induced background and residual
activation exploiting different arrival times. The back-end electronics system is built in MicroTCA technology. Signals are
digitized using high speed analogue-to-digital converters synchronized to the LHC clock. The data acquisition module and online
processor are implemented in a FPGA. The properties of the signals are measured and presented in the amplitude spectra to
monitor the gain and in the occupancy histogram to reflect the beam structure of the LHC. Additional processing level is
implemented in order to recognize the overlapping signals originating from pile-up. The high accuracy qualification of the hits is
crucial to determine the luminosity and the machine induced background rates for the CMS experiment and the LHC.

N06-11: Modelling of DEPFET Based X-Ray Detectors for Athena’s Wide Field Imager
S. Ottl, R. Andritschkel, A. B’cihrl, N. Meidingerl, J. Mﬁller-Seidlitzl, M. Plattnerl, W. Stechelez, W. Treberspurg1

! Max-Planck-Institut fiir extraterrestrische Physik, Garching, Germany
’Technische Universitiit Miinchen, Miinchen, Germany

The X-ray observatory Athena is an ESA L-class mission to be launched in 2028. One of the two focal plane instruments is the
Wide Field Imager. The WFI is an X ray camera for imaging and spectroscopic applications. Its detector consists of active pixel
DEPFET sensors with front-end electronics. In this paper, mathematical models of the DEPFET detector are presented for use in
an emulator system. This emulator system will be used for an end to end evaluation, to verify and characterize the detector, the
detector electronics and further processing steps. The developed emulator models describe physical effects and the behavior of
the DEPFET detector. The adjustable parameters of these models comprise detector architecture, characteristics and
environmental influences. Furthermore models for generating an input data stack of X-ray photons with a particular energy,
spatial distribution and hit time are explained. First results of an observed Fe55 source show a good agreement of the simulated
and measured spectra. Iterative adjustment of simulation models based on measurements of prototype DEPFET devices will lead
to a continuous improvement of the emulator models. This manuscript will give a detailed summary of the emulator models of
the WFI DEPFET detector. The key advantages of the WFI end to end evaluation with the detector emulator in view of the long-
term development time for space applications are outlined.

N06-12: Fully-Migratable TDC Architecture for FPGA Devices
N. Lusardi, A. Palmucci, A. Geraci

DEIB, Politecnico di Milano, Milan, Italy

The demand for measuring time intervals by means of flexible, low-cost and programmable instruments is constantly growing.
Always more frequently multi-channel and high-resolution features come up beside. In this sense, time-to-digital converters
(TDCs) are very suited to be implemented into FPGA devices. Moreover a significant surplus value would be the availability of a
TDC architecture that can be implemented in different FPGA devices with practically no re-design overhead. In this paper we
present a " TDC component" that can be indifferently implemented in Xilinx and Altera FPGAs with minimum intervention on
the design. We have experimentally verified the possibility of implementing the component in devices also very different in
terms of structure and availability of resources.

N06-13: 99.26% Gigabit Ethernet Link Efficiency for Distributed Data Acquisition Systems
F. T. Abu-Nimeh, W.-S. Choong

Lawrence Berkeley National Laboratory, Berkeley, CA, USA



Link efficiency, data integrity, and continuity for high-throughput and real-time systems is crucial. Most of these applications
require specialized hardware and operating systems as well as extensive tuning in order to achieve high-efficiency. Here, we
present an implementation of gigabit Ethernet data streaming which can achieve 99.26% link efficiency while maintaining no
packet losses. A proof of concept is built for OpenPET, a data acquisition platform for nuclear medical imaging, where (a) a crate
hosting multiple OpenPET detector boards uses a User Datagram Protocol over Internet Protocol (UDP/IP) Ethernet soft-core,
that is capable of understanding PAUSE frames, to stream data out to computer, (b) the receiving computer uses Netmap API to
allow the, user space, processing software (Python) to directly receive and manage the network card’s ring buffers bypassing the
operating system kernel’s networking stack, and (c) a multi-threaded synchronous queue is implemented in the processing
software (Python) to free up the ring buffers as quickly as possible while preserving data integrity and flow continuity.

The OpenPET platform is a development of the Lawrence Berkeley National Laboratory. Initial funding support was received by the U.S.
Department of Energy under Contract No. DE-AC02-05CH1231. Subsequent work is supported by the National Institutes of Health under grant
RO1 EB016104.

N06-14: Development of Flexible, Scalable, Low Cost Readout for Beam Tests of High Granularity

Calorimeter for the CMS Endcap
P. Rubinov

EED/PPD, Fermi National Accelerator Laboratory, Batavia, IL, USA
On behalf of the CMS

Development of Flexible, Scalable, Low Cost Readout for Beam Tests of High Granularity Calorimeter for the CMS Endcap As
part of the development of the High Granularity Calorimeter for the CMS Endcap at HL-LHC, a comprehensive series of beam
test to be carried out at Fermilab and CERN have been planned. Here we describe the development of a low cost readout system
that is simple to implement and is able to grow with the system under test. The first beam tests, with a single HGC module were
carried out in March of 2016 at the Fermilab Test Beam Facility, continuing to a 28 module test (to be) carried out at FTBF in
May of 2016 and growing to over one hundred modules in the Fall of 2016. The system is based on the low cost Zynq SoC, and
allows simple DAQ development in a Linux environment. In our case we used the Digilent ZedBoard, allowing high speed
LVDS links and Linux software development on a single commercial board. A small custom FPGA board designed to comply
with the VITA 57 Field Programmable Mezzanine Card standard implements the interface to the SKIROC ASIC mounted on the
HGC sensor modules and provides the LVDS links to the ZedBoard, either directly over the FMC connector or via the
Downstream Dual Channel (DDC) carrier card. This architecture provides scalability, ease of development and low cost. We will
share our experience with the system, both positive and negative.

N06-15: DQM4HEP : a Generic Data Quality Monitoring for High Energy Physics
R. Eté!, A. Pingaultz, L. Mirabito'

IPhysics, CNRS/IN2P3, Villeurbanne, France
Physics and Astronomy, Ghent University, Ghent, Belgium

With increasingly sophisticated experiment, online Data Quality Monitoring (DQM) is of a significant importance for the
detector and operation efficiency. Monitoring data is also a first step to the certification of the recorded data for off-line physics
analysis. Usually, monitoring systems are developed and built on top of the Event Data Model (EDM) and leads to a strong
dependency to the data format and storage.

With this in mind, a generic online data quality monitoring system has been developed without any assumption on the event data
model and data type to treat. In addition, a dedicated implementation was developed based on the LCIO Event Data Model for
the Linear Collider Collaboration. This implementation will be put to real condition testing using a combined detector setup with
the CALICE Semi-Digital Hadronic CALorimeter (SDHCAL) and Silicon Tungsten Electronic Calorimeter (SiWEcal)
prototypes during coming test beam campaigns at CERN.

After introducing the key points of the framework, the software architecture is discussed with core technical aspects. Details on
the dedicated implementation for the Linear Collider Collaboration are presented. Finally, foreseen tests on the CALICE
SDHCAL and SiWEcal combined detector setup using this implementation are described.

N06-16: MADA Board: a 32 Channel, Open-Firmware, ASIC Readout System with Integrated MCA
A. Abba, F. Caponio, A. Cusimano

Nuclear Instruments, Lambrugo, Italy

Complex high-energy physics measurement setups or medical imaging systems are based on thousands of detectors. Usually
these systems are composed by complex analog front-ends (ASICs) that need to be read out by various multichannel readout
boards. We developed a programmable fast 32 channels digitizer (called MADA Board) operating at 80 Msps with 12 bits
resolution with integrated MCA. The system is supported via an open-firmware architecture where the user is able to generate its



data acquisition and processing chain using a graphical tool. 96 digital I/Os could be programmed by the user as fast digital
signals (such as trigger, gate, baseline hold, reset, ...) or the programming of the ASICs via I2C, SPL

N06-17: Sub-Ns Detection System Emulator with Integrated Digital Pulse Processor
A. Abba, F. Caponio, A. Cusimano

Nuclear Instruments, Lambrugo, Italy

The Digital Detector Emulator is a device able to generate analog signals similar to the ones generated by charge preamplifier in
real-time with a rise-time under 1 ns. The Detector Emulator integrates an ADC with a programmable front-end electronics that is
used to sample an external analog signal. This could be used for real-time signal mixing or as an MCA to initialize the emulation
process. Moreover, it is possible to acquire the real-time signals and re-shape them, change the rate, remove or increase the noise
contribution, providing the real-time processed signal to the output analog channel.

N06-18: DANTE, a Compact and Low-Power Digital Pulse Processor to Exploit CUBE Preamplifier Ultimate
Energy Resolution and High-Count Rate Capability
L. Bombelli, M. Manotti, R. Alberti, T. Frizzi

XGLab S.R.L. — Spinoff del Politecnico di Milano, Milan, Italy

An increasing number of X-ray spectroscopy applications (e.g. using synchrotron facilities or adopting high-power X-ray tube
generator) require detection systems operating with low energy resolution and high counting rate capability. In order to meet
these requirements, Silicon Drift Detectors (SDDs) are widely used both for scientific and industrial applications. New
preamplifier technologies have been designed in order to better exploit SDD characteristics, providing excellent energy resolution
at short processing times. Nevertheless, in order to fully benefit from such advancements, the read-out electronics has to provide
short processing time adding a negligible contribution to the overall measurement noise. A new digital pulse processor (DPP),
named DANTE, has been developed taking these considerations into account. DANTE can be used coupled to X and Gamma-ray
detectors equipped with CUBE, the CMOS preamplifier developed by XGLab, or with different pulsed-reset preamplifiers.
DANTE is implemented on a single printed circuit board (10 cm x 6 cm in size), it is low-power (2.5W) and it is scalable to
multi-channel (by daisy-chain) configuration. Thanks to a 32ns minimum peaking-time and to an accurate low-noise design,
DANTE provides excellent spectroscopic performance even at very high count-rates with a throughput exceeding 1.4 Mcps
output count rate. The remarkably good energy resolution of 123.8 eV has been achieved with a close-to-optimum peaking-time
of 1.6 us. Moreover, excellent energy resolutions of 138 eV and 159 eV FWHM have been achieved with peaking times of 100ns
and 32ns respectively. The combination of ultra-short peaking-time and effective pile-up rejection system enables to efficiently
detect pile-up and to maximize the throughput even when the input count-rate exceeds the 4Mcps. The performances of the DPP
in such critical measurement conditions, will be presented with experiments performed at different synchrotron beamlines.

N06-19: Integration of GBTx Emulator with XYTER and Data Processing Board (DPB) for CBM Experiment
S. Mandal', S. Sau?, J. Saini', A. Byszuk®, W. F. J. Mueller*, A. Chakrabarti®, W. Zabolotny’, S. Chattopadhyay'

'High Energy Experimental Physics, Variable Energy Cyclotron Center, Kolkata, India
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‘GSI, Frankfurt, Germany

The Compressed Baryonic Matter (CBM) experiment is a part of the Facility for Antiproton and Ion Research (FAIR) at
Darmstadt, Germany. The challenge in CBM experiment is to measure all the particles generated in nuclear collisions with
unprecedented precision and statistics. To capture the data from each collision a highly time synchronized fault tolerant self-
triggered electronics is required for Data Acquisition (DAQ) system which can support high data rate (up to several TB/s). Basic
readout chain for CBM consists of a frontend Application Specific Integrated Circuit (ASIC) also known as XYTER board, a
radiation hardend high speed optical transceiver board also known as GBTx ASIC followed by a Data Processing Board (DPB)
and First Level Event Selector Interface Board (FLIB). As the first step towards the development of the readout chain, FPGA
prototype of GBTx ASIC and XYTER ASIC also known as GBTx emulator and XYTER emulator are used. GBTx will be
connected to the XYTER through Low Voltage Differential Signalling (LVDS) electrical line also known as E-link and in the
backend connected to DPB at 4.8 Gbps optical line. XYTER will send the data to GBTx at 320 Mbps in uplink direction and
GBTx will send data and control signal to XYTER in down link direction at 160 Mbps. In this work, FPGA based readout chain
upto DPB is developed as a testing prototype where control and configuration signal of XYTER will be sent from DPB through
GBTx emulator. A python script is used to generate the control information and transferred to DPB via Ethernet using IPBus
protocol.

N06-20: X-Ray Digital Radiography of Operating Aero-Engines with a Universal Trigger Module



Y. Xiao'?, Z. Chen"?, M. Changl‘2

! Department of Engineering Physics, Tsinghua University, Beijing, China
?Key Laboratory of Particle & Radiation Imaging (Tsinghua University), Ministry of Education, Beijing, China

We present a X-ray digital radiography system that can be used for obtaining exact internal structure changes from radiographic
images of the operating aero-engine on test beds, which use a flexible UTM(Universal Tirgger Module) to control the image data
acquisition process on the specified rotary position of the operating aero-engine. The radiography system with a UTM can
improve the radiographic image quality and measurement accuracy by trigger the linear accelerator x-ray source expose exactly
at the same rotary position during the image frame period. In this work, the X-ray digital radiography imaging system of the
operating aero-engine is described together with the image data acquisition methods. The design of Universal Tirgger Module is
also discussed and experimental results is presented.

N06-21: Dual Threshold Time-over-Threshold Nonlinearity Correction for PET Imaging
E. Gaudin', L. Arpin2, C. Thibaudeau?, R. Fontaine?, R. Lecomte'

]Department of Nuclear Medicine and Radiobiology, Université de Sherbrooke, Sherbrooke, Canada
’Department of Electrical and Computer Engineering, Université de Sherbrooke, Sherbrooke, Canada

Submilliter spatial resolution in PET imaging can be achieved using highly pixelated detectors with individual readout. To
process the signals from such dense detector arrays, advanced integration of the front-end electronics is required. The Time-over-
Threshold (ToT) analog-to-digital signal processing approach provides a power-efficient, cost-effective technique to extract all
relevant information for PET. However, the technique is limited by its inherent signal nonlinearity. The aim of this study is to
demonstrate the feasibility of simple non-linearity correction for dual-threshold ToT-based detectors that can be used for daily
quality control in a PET scanner.

LabPET II detector arrays and electronics were used in this study. The signals from each APD pixel in the LabPET II detectors
are individually processed using parallel dual-threshold ToT channels implemented in a mixed-signal ASIC. Three calibration
approaches were investigated: (1) using ?-ray sources of various energies (300, 511, 662 and 909 keV); (2) varying the ASIC
internal electronic gain in combination with a single energy ?-ray source; and (3) varying the ASIC internal gain, but replacing
the ?-ray source with an internal pulser.

The electronic gain calibration technique (2) was shown to achieve equivalent accuracy as the ?-ray sources calibration (1).
Furthermore, this approach has the advantage of allowing a faster calibration requiring only one single gamma-ray source (e.g.,
511 keV) and a quick automated routine to switch the internal gain. The internal pulser technique would be even simpler, but
requires more complex correction procedures due to a different pulse shape.

N06-22: Bootstrapped Uncertainties in Coded-Aperture Images
M. C. Fleenor', K. P. Ziock?, M. A. Blackston?

! Physics Group, Roanoke College, Salem, VA, USA
’Nuclear Security & Isotope Technology Division, Oak Ridge National Laboratory, Oak Ridge, TN, USA

Images generated with coded-aperture cameras utilize the same detector data to determine the image value in every pixel of the
reconstructed image. This raises the specter of coupled uncertainties, which makes it difficult when fitting the shape of an
extended object in the image. To quantify uncertainty properly, many observations are required to map the uncertainty
distribution, which is usually unfeasible and impractical. In this paper, the feasibility of bootstrap sampling was explored as an
alternative means to significantly expand the number of trials without requiring an increase of list-mode data. Several questions
were explored as to the validity of bootstrap sampling with simulated data, by comparing uncertainties obtained with the
bootstrapping method and those obtained through independent measurements. The goal was to determine the bootstrapped
distribution for a particular measurement variable, and then to evaluate if that distribution was a valid representation of the
uncertainty for a shorter measurement time of the same source configuration. By utilizing simulated, coded-aperture observations
of radioactive disks, fit comparisons were made between bootstrap and independent realizations for a variety of input conditions.
While the mean fit parameter values like radius maintained an offset between one another, the independent and bootstrap
uncertainties seemed to contain no systematic shifts, indicating they were valid error estimates. In summary, our results indicate
that bootstrap sampling is a valid technique to obtain uncertainty estimates for extended objects that are imaged with gamma-
rays.

N06-23: Fast Algorithms for Multi-Level Threshold Dispersion and Gain Corrections
P. Maj, P. Kmon, A. Koziol, A. Lisicka

Measurement and Electronics, AGH University of Science and Technology, Krakow, Poland



We report on the new algorithms for fast threshold dispersion correction and gain correction for single photon counting hybrid
pixel detector. Placing the detector in new measuring environment cause different operation conditions including different
temperature, humidity or power supply voltage. All those conditions may influence the quality of the measuring device, namely
the uniformity among pixels, which in almost all devices available on market today, is realized with additional trimming circuits
inside each pixel. To overcome the problem of good matching between pixels not only the threshold dispersion is trimmed, but
also the gain of the input stage can be in-pixel unified for better performance of the detector. We present detailed description of
correction algorithm of threshold dispersion and gain. As the example the UFXC32k IC, hybrid pixel detector readout integrated
circuit fabricated in 130 nm CMOS technology is choosen. This work presents considerations on different trimming approaches
taking into account the possibility of in-pixel offset and range change. Optimization of the trimming for the noise separation is
also taken into account as well as temperature dependence of offset spread and gain measured in wide range (-25 deg C to 60 deg
Q).

This work was supported by the National Center for Research and Development, Poland PBS1/A3/12/2012 in the years 2012-2015.

N06-24: High-Resolution TDL-TDC System for MTCA.4 Standard
N. Lusardi', A. Geraci', J. Marjanovic2, S. Farina®, M. Gustin®

]DEIB, Politecnico di Milano University, Milan, Italy
2CAEN ELS d.o.o., Sezana, Slovenia

In this contribution, we present a high-resolution, multi-channel time measuring system (TDC) on an AMC board for MTCA .4
standard. The system allows to measure the inputs with a resolution of less than 25 ps r.m.s. The TDC implemented into the
FPGA (Xilinx Virtex5 70T in 67-nm technology, 10000 slices) receives signals from an analog front-end connected via High-
Pin-Count (HPC) FMC interface and composed of 32 comparators whose thresholds are user-programmable via software. The
measurement is totally performed and decoded into the FPGA device. The configuration of the TDC and the communication of
the measurements are performed via PCI-Express bus.

N06-26: Single Photon Counting Through Multi-Channel TDC in Programmable Logic
N. Lusardi', F. Garzetti', G. Bulgarini®, R. B. M. Gourgues?, I. W. N. Los?, A. Geraci'

!DEIB, Politecnico di Milano, Milan, Italy
ZSingle Quantum B.V., Delfi, The Netherlands

We present a system for reading out signals from an array of 8 superconducting single photon detectors, which implements a
high-performance architecture of multi-channel TDC in programmable logic with resolution guaranteed below 22 ps referred to
each single channel. Each one of the 8 channels of the system consists of a detector, an analog conditioning stage, a comparator,
and one channel of the TDC. Moreover, the TDC is equipped with an edge detector able to sense the position of the transition
propagating along the delay line in the TDC layout within eight clock cycle, i.e. 20 ns. The host device is the programmable logic
part of a Xilinx ZYNQ-7020 SoC device, even if also different FPGA devices could be used just with a simple migration at no
cost. The system is interfaced outside by means of a USB 3.0 communication gate.

N06-27: Towards a Low-Resources 10 Ps FPGA Time-Marker for (S)PE(C)T Applications
N. Chevillon, B. Humbert, C. Fuchs, F. Boisson, D. Brasse

IPHC / CNRS-IN2P3, Universite de Strasbourg, Strasbourg, FRANCE

To date, several methods dedicated to Positon Emission Tomography developments have been proposed to assess coincidence
resolutions, Time-of-Flight measurements or Time-over-Threshold energy measurements. These methods often involve FPGAs,
which are usually dedicated to digital applications. However, previous works have demonstrated the use of solely FPGA in
asynchronous and analogue domains of Time-to-Digital Converters (TDC). Three different methods have been reported: the
tapped delay lines, the Vernier delay lines and the multi-phase methods. In the present study, the time measurement tapped delay
lines method has been implemented. We used carry chains as tapped delay lines associated to a 800 MHz clock. We characterized
the time behavior of the carry chain and developed a new non-statistical approach to reduce its inherent differential non linearity.
We would like to emphasize the original aspect of our FPGA-independent approach. We have already designed one time-marker
channel with a LSB of 39.1 ps £+ 0.6LSB. The low-resources property of our design allows us to easily consider 64 channels per
FPGA. We are currently investigating the use of several carry chains instead of one, which will decrease the LSB down to 20 ps.
In addition, our implementation of the time-marker in another device of the same family (Xilinx Zynq) and same speed grade
gives us the ability to reduce the time bin size by a factor 2. The combination of these two solutions will allow us to reach a
FPGA-based time-marker of 10 ps.

N06-28: Signal Processing for MicroBooNE Experiment



Y.Li
Physics Department, Brookhaven National Laboratory, Upton, NY, 11973
On behalf of the MicroBooNE collaboration

The MicroBooNE experiment is a Liquid Argon Time Projection Chamber (LArTPC) detector located in the Booster Neutrino
Beamline (BNB) at Fermilab at a baseline of 470 m and contains an active mass of 89 tons. The detector consists of a 2.5m x
2.3m x 10.4m TPC and includes an array of 32 PMTs used for triggering purposes. The inner TPC is housed in an evacuable and
foam insulated cryostat vessel with a fiducial mass of 60 ton of LAr. Primary electrons from an ionizing track drift along a
uniform electric field to the sensitive wire planes composed with two induction wire planes (U, V planes) and one collection wire
plane (Y plane) in sequence with 3 mm pitch for a total of 8,256 signal channels. Small bipolar signals are induced on the U and
V induction planes, and a large unipolar signal is induced on the collection Y plane. All current signals formed on the sensitive
wires are processed and read out by the front end electronics. We present the process of converting the input raw digitized current
waveforms with the beam data which are a convolution of detector field response, electronics response, and noise, to the
deconvoluted signal (in charge and time). These ingredients are critical for the correct event reconstruction which is essential for
the future physics analysis with LArTPCs.

N06-29: List Mode Regression for Low Count Detection
J. Jin', K. Miller!, D. J. Sutherland', S. Labov?, K. Nelson?, A. Dubrawski'

" duton Lab, Carnegie Mellon University, Pittsburgh, PA, USA
’Lawrence Livermore National Laboratory, Livermore, CA, USA

Background suppression and detection of a threatening radiation sources of a known type using spectral measurements is a
commonplace problem in modern radiation monitoring scenarios. The challenges compound when small portable sensors are
used in searches of urban areas with highly variable background radiation patterns. These sensors inject noise into the measured
energy of each photon due to the Compton Effect. Additionally, total background photon counts are low, typically around 30-60
counts per second. In this paper we explore using List Mode Regression to improve upon current detection algorithms such as
Censored Energy Windowing. We propose three improvements. First, we take the small sensor response model into account,
which allows us to reason probabilistically about the true photon energies. Second, we represent the measured photons
individually in a list format so the distribution-based regression can be learned directly from their non-parametrically represented
energy distribution, rather than learning a standard multivariate regression using binned vector data representation, as in the
standard Censored Energy Window model. Third, we use a powerful kernel to leverage non-linearities in data. We show that
these changes result in extending the range of usability of Censored Energy Window methodology to low-count applications.

N06-30: Respiratory Motion Gating Using True Event Distribution in PET/CT
J. He'?, L. Fu', R. Cui'

! Kunming University of Science and Technology, Kunming, China
The University of Chicago, Chicago, US

In PET/CT imaging, respiratory motion may degrade the quality of PET images. A number of solutions for the motion
compensation has been investigated and developed. Gating techniques are used widely in nuclear medicine practice for reducing
the effect of respiratory motion on PET image. Data-driven gating is one of the gating techniques that exploits the correlation
between acquisition data of PET scan and the respiratory motion. Specifically, a data-driven method compensates for the
respiratory motion by use of the system sensitivity feature of a PET scanner to estimate the correlation between the respiratory-
motion induced position variation and the geometric sensitivity distribution of the scanner. In this study, we investigate a
respiratory-motion gating method that is based on the changes of true events detected by detector rings for different motion
phases. This method is motivated by the observation that the number distribution of true coincidences detected by individual
detector ring varies along with the respiratory motion positions within the scanner FOV. The effectiveness of the method for
reducing motion artifacts and improving image quality is demonstrated by use of simulation studies in which data were generated
by use of GATE and NCAT software packages.

N06-31: High-Rate Gamma Spectroscopy: A Sensitivity Study
A. J. Gilbert, J. E. Fast, M. J. Myjak, B. A. VanDevender, L. S. Wood

Pacific Northwest National Lab, Richland, WA, USA

Many applications require the generation of gamma spectra at event rates in excess of 10° s™" as well as very good energy
resolution, e.g., safeguards, emergency response, and nondestructive assay. Good energy resolution is especially important when
lower activity isotopes are sought among a large background (or foreground) that would otherwise dominate the spectrum, such
as the minor actinides present in spent fuel after a long cool down time. To this end, we anticipate that high energy resolution



detectors, such as high purity germanium, can be adapted to high-rates at a small cost to energy resolution, rather than starting
with a detector with high-rate capability and medium energy resolution, e.g., LaBr;. Here, we present recent design
improvements of the ultra high-rate germanium (UHRGe) detection system to allow for a 24-channel spectrum generation output.
Further, we present a sensitivity study to determine how uncertainties in parameters of the detection system response affect the
resulting spectra. A preamplifier simulator is developed that can emulate the output of the system at various event rates, including
very high rates in excess of 10° 5. Here, we show how various levels of uncertainty in choosing the DC offset of the
preamplifier output can significantly affect the full width at half max (FWHM) of the resulting spectrum.

PNNL-SA-117873

N06-32: Digital Strategies for Time and Energy Measurement for Ultra Fast Scintillators
V. Sanchez-Tembleque', V. Vedia!, M. Carmona’, L. M. Fraile!, S. Ritt?, J. M. Udias'

Nuclear Physics Group, Universidad Complutense de Madrid, Madrid, Spain
’Paul Scherrer Institute, Villigen, Switzerland

Ultra fast inorganic scintillators, like LaBr3(Ce) are key detectors in Nuclear Physics and medical applications. On the other
hand, fully digital acquisition systems, for which the pulses from the detectors are sampled at high rates, are being increasingly
used. We present new digital pulse processing algorithms to extract time and energy signals from nuclear pulses produced by
ultrafast detectors. We compare the results of the fully digital acquisition chain (DDAQ) to state-of-the-art results obtained with
traditional electronics, based upon constant fraction discriminators (CFD), time to digital converters and multichannel analyzers.
For this purpose, we have performed coincidence measurements using relatively large (1"x1.5"x1") truncated cone and
cylindricalLaBr3(Ce) and CeBr3 crystals coupled to ultra fastphotomultipliers (PMTs). Coincidence measurements with Co-60
and Na-22 sources are acquired. The main advantage of fully digital processing is that many different algorithms may be applied
to the same raw data set. Pulses from PMTs optimized for timing measurements were digitized to a switched capacitor array with
a speed sampling of 5 Gs/s and a resolution of 16 bits, and to a fast digital oscilloscope able of 4 Gs/s and 8 bits resolution. With
an in silico version of the analog CFD we obtain coincidence resolving times below 150 ps for Co-60, outperforming the standard
acquisition system.
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NO07-1: TPX Luminosity Measurement of LHC Proton-Proton Collisions at 13 TeV
A. Sopczakl, J. Begeral, B. Bergmannl, T. Billoud?, P. Burian!, I. Caicedo', D. Caforio', J. Janecek!, C. Leroyz, P. Manek!,
J. Pacik’, C. Papadatos2, M. Platkevic!, S. Polanskyl, S. Pospisill, M. Suk!, Z. Svoboda!

!Institute of Experimental and Applied Physics, Czech Technical University, Prague, Czech Republic
2Group of Particle Physics, University of Montreal, Montreal, Canada

A network of TPX detectors installed in the ATLAS cavern precisely measures the LHC luminosity as a function of time.
Measurements are performed with hit and cluster counting, as well as energy deposits. As a proof of principle it is demonstrated
that the TPX network has the capability to study the underlying mechanisms of the reduction of LHC luminosity with recorded
data from 13 TeV proton-proton collisions taking in 2015. The LHC luminosity reduction is mainly caused by beam-beam
interactions (burning-off the proton bunches) and beam-gas (single bunch) interactions by the protons of the circulating beams
with remaining gas in the vacuum pipe. The particle loss rate due to proton burn-off in collision is proportional to the number of
protons in the second power as protons are lost in both colliding bunches. In the case that the protons in a beam collide with
remaining gas in the vacuum pipe, the particle loss rate is proportional to the number of protons in the beam. As a stand-alone
system the TPX network achieves a measurement precision of 0.3% for time intervals of one second.

N07-2: Testbeam Results from Pre and Post Irradiated Modules for the Upgrade of the ATLAS Strip
Tracking Detector

A.J. Blue

SUPA School of Physics and Astronomy, University Of Glasgow, Glasgow, Scotland

On behalf of the ATLAS Collaboration

The planned HL-LHC (High Luminosity LHC) in 2025 is being designed to maximise the physics potential of the LHC through a
sizeable increase in the luminosity, reaching 1x10*cm™s™" after 10 years of operation. A consequence of this increased
luminosity is the expected radiation damage at a integrated luminosity of 3000fb™!, requiring the tracking detectors to withstand
hadron fluencies to over 1x10'® 1 MeV neutron equivalent per cm”. With the addition of increased readout rates, a complete re-
design of the current ATLAS Inner Detector (ID) is being developed as the Inner Tracker (ITk), which will consist of both strip
and pixelated silicon detectors.



The silicon strip tracker exploits the concept of modularity. Fast readout electronics, deploying 130nm CMOS front-end
electronics is glued on top of a silicon sensor. These so-called modules are glued on carbon structures and will span about
200m’ of active area. A broad R&D program is ongoing to develop and prototype many detector components.

The modules are extensively tested electronically and recent tests of the prototype strip sensors and associated binary readout
electronics have been performed at the DESY II testbeam of 3-6 GeV electrons. The DURANTA telescope with an additional
pixel layer was used to improve timing resolution. Results will be shown on the tracking performance of both silicon sensors for
the central and forward region of the future silicon strip tracker. An irradiation programme was subsequently conducted on both
module components (ASICs, sensors and hybrids) and a full central region module, with devices irradiated with both X-rays (up
to 10 MRad) and hadrons (~3x10'® p/cm?). Results will then be shown comparing the performance of the modules before and
after irradiation, using data obtained from both lab tests and testbeam.

N07-3: Silica Aerogel Radiator System for Belle II RICH Counter

L. Adachi'?, R. Dolenec?, K. Hataya4, S. Tori®, S.-I. Iwata*, H. Kakuno*, R. Kataura®, H. Kawai’, H. Kindo?, T. KobayashiG,

S. Korparx‘g, P. Krizan>’, T. Kumita*, M. Mrvar’, S. Nishida'?, K. Ogawas, S. Ogawas, R. Pestotnik’, L. Santeljl, T. Sumiyoshi4,
M. Tabata’, M. Yonenaga®, Y. Yusa®

'KEK, Tsukuba, Japan

ZSOKENDAI, Tsukuba, Japan

3University of Ljubljana, Ljubljana, Slovenia
“Tokyo Metropolitan University, Hachioji, Japan
SToho University, Funabashi, Japan

SNiigata University, Niigata, Japan

"Chiba University, Chiba, Japan

8University of Maribor, Maribor, Slovenia
?Jozef Stefan Institute, Ljubljana, Slovenia

As a new forward particle identification device for the Belle II experiment, a ring imaging Cherenkov (RICH) counter based on
silica aerogel radiator has been developed. In this RICH counter, two layers of the aerogel tiles with different refractive index are
arranged. After intensive studies on optical properties of silica aerogels, a refractive index combination of 1.045 and 1.055 was
chosen for this radiator system. Each tile has square dimensions of 180 mm x 180 mm x 20 mm, and it will be cut into 4 types of
wedge-shaped blocks to assemble the radiator system.

Mass-production of aerogel blocks started in November 2013. All tile productions were completed in May 2014. More than 200
tiles for each refractive index were successfully manufactured. Their optical properties have been measured as a quality check.
The average transmission length at 400 nm wave-length was obtained to be ~45 mm and ~35 mm for n=1.045 and n=1.055,
respectively. These results demonstrate that high transparency was kept for all the tiles. The refractive index was also extracted
using the Fraunhofer method, and the resultant values are consistent with our expectation.

After checking an optical quality, the aerogel tile is cut into the wedge shape to arrange the RICH radiator system. This was done
using a water jet cutter device. It is emphasized that hydrophobic feature of aerogel tiles enables us to take this machining
technique. Optical degradation in aerogel blocks due to this step was found to be quite small.

The mechanical structure of the radiator container was fabricated in 2015. The most of components in the container are made of
aluminum. An installation work for the radiator system will begin shortly and will be completed by this summer.

In this contribution, details of Belle II radiator system, putting emphasis on optical quality measurement of aerogel tiles will be
reported. The present status of the radiator system construction will be also described.

N07-4: The Construction of the Fiber-SiPMT Beam Monitor System of the R484 and R582 Experiments at
RiKEN RAL Muon Facility

M. Bonesini', R. Bertoni', F. C. Chignolil, R. Mazza!, T. Cervi®, A. De Bari’, A. Menegolliz, M. Rossella’, L. Tortora®,

R. Carbone®, D. Guffanti*, E. Mocchiutti*, A. Vacchi®, E. Vallazza*

Sezione INFN Milano Bicocca, Dipartimento di Fisica G. Occhialini, Milano, Italy
2Sezione INFN Pavia, Dipartimento di Fisica, Pavia, Italy

3Sezione INFN Roma Tre, Roma, Italy

“Sezione INFN Trieste, Trieste, Italy

Two different detectors have been developed to monitor the low energy muon beam at the RiIKEN-RAL muon facility for the
R484 and R582 experiments, that aim to study the muon transfer rate in various gases. The experiments are the first steps towards
the precise determination of the Zemach radius of the proton, through the measurement of the hyperfine splitting in the ground
state (1S) of the muonic hydrogen atom. Both beam monitors are based on square scintillating fibers from Bicron (1 or 3 mm
side) along x/y coordinates read at one side by 1x1 mm2 or 3x3 mm2 SiPMT from Advansid, for a total of 64 channels each.
They are designed to deliver position, shape and timing of the muon beam entering the experiment target. The two systems have
different readout systems: one is based on custom boards, developed inside the INFN TPS project, with regulation of HV for
individual SiPMT and signal amplification/shaping and discrimination using CAEN QADC for the readout, while the other uses a



custom-made solution for SiPMT powering and a readout based on CAEN V1742 FADC. Details on the construction and
assembly will be provided. Testbeam results for both systems and first results with the RAL muon beam will be shown.

N07-5: CMS Resistive Plate Chambers Performance at 13 TeV
B. Pavlov

University of Sofia, Sofia, Bulgaria
On behalf of the CMS RPC collaboration

During 2015 Large Hadron Collider (LHC) at CERN has reached the record-breaking center-of-mass energy of 13TeV for
proton-proton collisions. The LHC restarted successfully after a two-year technical stop, know as Long Shutdown 1 (LS1),
needed for servicing and consolidating the CERN accelerator complex. The Compact Muon Solenoid detector, a general-purpose
detector at LHC, benefited from LS1 by performing crucial tasks necessary to operate the detector at higher energies. In
particular, the Resistive Plate Chamber (RPC) system, one of the three muon detector technologies in CMS, was serviced, re-
commissioned, and upgraded with 144 new chambers to enhance muon trigger efficiency. The CMS RPC system confers
robustness and redundancy to the muon trigger. A total of 1056 double-gap chambers cover the pseudo-rapidity region |?|=1.6 .
The CMS RPC collaborations has exploited early data samples at 13TeV for detector performance studies. These data allowed
for a first characterization of the newly installed chambers. The results obtained are presented here.

N07-6: Neutron Detection in the SoLid Experiment
S. Vercaemer

University of Antwerp, Antwerp, Belgium
On behalf of the SoLid collaboration

The SoLid experiment aims to make a measurement of very short baseline neutrino oscillations using reactor anti-neutrinos. For
this purpose, a highly segmented detector was build out of PVT cubes lined with a °LiF:ZnS(Ag) layer.

Unlike neutrino experiments conducted deep underground, neutrino detectors used in a reactor environment need to operate in
high levels of background radiation. Therefore, a reliable distinction between the neutrons produced by neutrinos in inverse beta
decay events and signals caused by other background interaction is crucial.

This poster presents a unique neutron detection method and its performance: The composite of scintillation materials with
different time constants enables the efficient use of pulse-shape analysis to discriminate against electromagnetic signals.

N07-7: Development of Resistive Plate Chambers for the Upgrade of the CMS Muon System
L. Laktineh

On behalf of the CMS RPC collaboration

CMS is a general-purpose experiment running on CERN Large Hadron Collider. High pseudo-rapidity region of CMS muon
system is covered only by Cathode Strip Chambers (CSC) and lacks redundant coverage despite the fact that it is a challenging
region for muons in terms of backgrounds and momentum resolution. In order to maintain good efficiency for the muon trigger in
this region additional RPC are planned to be installed in stations RE31 and RE41. The new stations will use RPCs with higher
granularity but with a better timing resolution, compared to those of the current CMS RPCs, to mitigate background effects and
enhance the redundancy of the trigger system. R&D activities will be presented in the talk.

N07-9: Slow Scintillation Component and Radiation Induced Readout Noise in CsI Crystals
F. Yang, L. Zhang, R. Zhu

Crystal Lab, HEP, California Institute of Technology, Pasadena, USA

Because of its fast decay time and low cost, pure Csl is widely used in HEP experiment for fast crystal calorimetry in the
intensity frontier. CsI crystal samples from three vendors were characterized for the Mu2e experiment at Fermilab with data used
to define crystal specification. In addition to the fast scintillation component peaked at 310 nm, a slow scintillation component
was found with a peak at 450 nm, and may be eliminated spectroscopically by using optical filters. It was also found that the slow
scintillation component and the radiation induced readout noise in Csl crystals are highly correlated. The nature of the slow
scintillation component is believed to be defects and/or impurity related.

N07-10: Module Assembly Procedures for the Silicon Vertex Detector of the Belle II Experiment
H. Jeon

Department of Physics, Kyungpook National University, Daegu, South Korea
On behalf of the Belle II SVD collaboration



The Belle II experiment at SuperKEKB in Japan aims to precisely test the standard model (SM) predictions as well as to search
for new physics beyond the SM. As one of the main components of the Belle-II detector, a silicon vertex detector (SVD) provides
information of vertexing and low- momentum tracking of various particles emanating from the decays of beauty and charm
mesons. The SVD is composed of four layers with a ladder structure comprising double-sided silicon strip detectors (DSSDs). A
novel chip-on-sensor concept, dubbed 1, /2Origamii;, %, is developed to reduce the multiple Coulomb scattering and capacitive
noise. All strips of the DSSDs with the Origami concept can be individually read out, however the assembly of Origami modules
involves challenging procedures. The outermost layer, L6, of the SVD has three Origami modules out of five DSSD modules. In
this paper, we present L6 assembly procedures and its electrical performances.

N07-11: Strip Detector for the ATLAS Detector Upgrade for the High-Luminosity LHC
D. Sperlich
HU Berlin, Berlin, Germany

On behalf of the ATLAS Collaboration

The planned HL-LHC (High Luminosity LHC) in 2025 is being designed to maximise the physics potential of the LHC through a
sizeable increase in the luminosity, reaching 1i;'410% cm?™" after 10 years of operation. A consequence of this increased
luminosity is the expected radiation damage at an integrated luminosity of 3000/fb, requiring the tracking detectors to withstand
hadron fluencies to over 1i;,%10'® 1 MeV neutron equivalent per cm”. With the addition of increased readout rates, a complete re-
design of the current ATLAS Inner Detector (ID) is being developed as the Inner Tracker (ITk), which will consist of both strip
and pixelated silicon detectors.i; 2 The physics motivations, required performance characteristics and basic design of the
proposed upgrade of the strip detector will be a subject of this talk. Present ideas and solutions for the strip detector and current
research and development program will be discussed.

N07-12: CLAWS - a Plastic Scintillator / SiPM Based Detector to Measure Backgrounds at SuperKEKB
M. Gabriel, M. Kattau, C. Kiesling, F. Simon, H. Windel

Max-Planck-Institut fiir Physik, Munich, Germany

The SuperKEKB collider at KEK, which has started its commissioning earlier this year, is designed to achieve unprecedented
luminosities, with a factor 40 higher than the record-breaking luminosity of the KEKB machine. For the operation of the Belle\,1
detector, in particular of its pixel vertex detector, a precise understanding of the background conditions at the interaction point of
the accelerator is crucial. To study backgrounds, a dedicated detector setup consisting of different subsystems has been installed
for the first commissioning phase of the accelerator. Among those systems is CLAWS, consisting of 8 scintillator tiles with
directly coupled SiPMs, read out by computer-controlled oscilloscopes with very deep buffers. CLAWS will in particular study
the background connected to the continuous injection of the accelerator, by monitoring the background levels of individual
particle bunches in the machine continuously over ms time-frames. This contribution will present the technology of the CLAWS
detectors, the overall installation and the detector performance including the time resolution. It will also discuss the performance
in dedicated background runs to be carried out at KEK in May 2016.

N07-13: The Phase-II ATLAS Pixel Tracker Upgrade: Layout and Mechanics
A. Sharma

University of Oxford, Oxford, United Kingdom
On behalf of the ATLAS Collaboration

The ATLAS experiment will upgrade its tracking detector during the Phase-II LHC shutdown, to better take advantage of the
increased luminosity of the HL-LHC. The upgraded tracker will consist of silicon-strip modules surrounding a pixel detector, and
will likely cover an extended eta range, perhaps as far as |eta]<4.0. A number of layout and supporting-structure options are being
considered for the pixel detector, with the final choice expected to be made in early 2017. The proposed supporting structures are
based on lightweight, highly-thermally-conductive carbon-based materials and are cooled by evaporative carbon dioxide. The
various layouts will be described and a description of the supporting structures will be presented, along with results from testing
of prototypes.

N07-14: DSiMPI - Utilisation of the SiMPI Concept for Tracking Applications in Particle Physics Experiments
S. Petrovics!, L. Andricek!, I. Dichl?, K. Hansen?, K. Kruegerz, R. Lehmann', J. Ninkovic!, C. Reckleben?, R. Richter',
G. Schaller', F. Schopper', F. Sefkow?, X. Wang®

! Semiconductor Laboratory of the Max-Planck Society, Munich, Germany
’DESY, Hamburg, Germany



Silicon Photomultipliers (SiPMs) are a promising candidate for replacing conventional photomultiplier tubes in many
applications, thanks to ongoing developments and advances in their technology. At the Semiconductor Laboratory of the Max-
Planck Society (HLL) a novel detector concept was developed integrating the quench resistor directly into the silicon bulk of the
device resulting in a free entrance window. The feasibility of the concept was already confirmed by simulations and extensive
studies of first prototype productions. Recently SiPMs were also considered as an attractive alternative for tracking applications
in vertex detectors. The requirements for a fast response, simple design and high fill factor can all be met by SiPMs. In addition
the increased trigger probability for an avalanche by MIPs allows device operations at lower overbias voltages, resulting in
decreased noise. The concept can be evolved further towards an imaging photo-detector. A new design for an application of these
SiPM devices as vertex detectors with active quenching developed by HLL and DESY as well as first simulation results will be
presented. Also, first measurements of the trigger efficiency as a function of the applied overbias voltage will be shown, as well
as characterisation measurements of the first prototypes for the particle tracking application.

N07-15: SiPM Readout for the SHiP Timing Detector
R. Bruendler

Physics Institute, University of Zurich, Zurich, Switzerland
On behalf of the SHiP Collaboration

The SHiP experiment (Search for Hidden Particles) is a new general purpose fixed target experiment proposed at the CERN SPS
accelerator. It will make measurements of tau neutrinos and is aimed at exploring the domain of hidden particles predicted by a
large number of models beyond the Standard Model. A dedicated timing detector is used in order to reduce the background from
combinatorial di-muon events. We report on results from a timing detector consisting of scintillating bars readout by silicon
photomultipliers (SiPMs), with a resolution of less than 100 ps.

NO07-16: Instrumentation of the Detectors and DAQ Performance in the NOvA Experiment
J. Zalesak

Elementary Particle Division, Institute of Physics, CAS, Prague, Czech Republic
On behalf of the NOvA Collaboration

The NOVA experiment studies neutrino oscillations with 2 functionally identical detectors separated by a baseline of 810km. The
14 kT far detector in Ash River, Minnesota, comprises 344,064 channels of liquid scintillator detection cells read out via
wavelength-shifting fiber into 32-channel Avalanche Photo Diodes (APD). A custom designed Front End Board (FEB)
continuously digitizes and zero-suppresses the output signals from each APD. The smaller near detector located at Fermilab has
20,192 channels which are readout in an identical manner. Both detectors are internally synchronized by a GPS-based timing
system with maintains a readout-to-readout synchronization to better than 15.6 ns across the full detector. The timing system also
provides a universal time base, which is used provide synchronization and correlation between the geographically separated
detectors and the Fermilab accelerator complex. The NOvA Data Acquisition (DAQ) system combines the 10,752 front end
readout for the far detector with 168 power-PC based custom computers for reading out and collating data the raw data. The far
detector site utilizes a farm of 196 Linux nodes for buffering the raw detector data for trigger decisions and event building, along
with another 10 compute nodes and storage systems for dedicated DAQ functions such as run control, data logging, and DAQ
system monitoring.

N07-17: The LHCb VELO Upgrade
P. Collins

CERN, Geneva, Switzerland

The upgrade of the LHCb experiment, planned for 2018, will transform the experiment to a trigger-less system reading out the
full detector at 40~MHz event rate. All data reduction algorithms will be executed in a high-level software farm with access to
the complete event information, enabling the detector to run at luminosities of $\mathrm{2 \times 10"{33} cm"{-2} s"{-1}}$
with greatly enhanced efficiency.

The Vertex Locator (VELO) is the silicon vertex detector surrounding the interaction region. The current detector will be
replaced with a hybrid pixel system equipped with electronics capable of reading out at 40~MHz, designed to withstand the
irradiation expected at an integrated luminosity of 50 $\mathrm{fb*{-1}}$ and beyond. The upgraded VELO will form an
integral part of the software trigger, and must provide fast pattern recognition and track reconstruction. The detector will be
composed of silicon pixel sensors with $imathrm{55 \times 55~\mu m"{2}}$ pitch, read out by the VeloPix ASIC which is being
developed based on the TimePix/MediPix family. The hottest region will have pixel hit rates of 900 Mhits/s yielding a total data
rate more than 3 Tbit/s for the upgraded VELO.

The module is a double sided construction, with two hybrid pixel assemblies and their PCB circuits mounted on either side of the
central backbone; a 400 um thick silicon plate incorporating cooling microchannels for the circulation of evaporative CO$_28$.
Operation is at a sufficiently low temperature to avoid thermal runaway of the irradiated sensors. Thermal stability is an



important issue and the design is optimised to minimise movements.

The material budget will be minimised by the use of evaporative $\mathrm CO_2$ coolant circulating in microchannels within
400 $\mathrm{\mu m}$ thick silicon substrates.

The design and development of the module and microchannel cooling will be described, and the latest results presented.

N07-18: Cosmic Ray Telescop at Orsay
L. Burmistrov

SERDI, LAL, Orsay, France

In Nuclear Physics and High Energy Physics the tests of new detector systems especially in the first stages of dewelopments is
possible using cosmic muons. CORTO - the COsmic Ray Telescope at Orsay, located at Linear Accelerator Laboratory in
France. CORTO - reconstructs muon track and its time. Measured position resolution (RMS) of the telescop is 7 mm (X
direction), 15 mm (Y dirrection) and 90 ps time resolution. CORTO consists of three positional sensitive strip gas detectors,
called Multigap Resistive Plate Chamber redouted by USB-Wavecatcher electonics. Effective size of each chember is 180 x 80
cm”™2. We use NARVAL software for data aquisition system.

N07-19: 3D Electron Tracking and Vertexing with Single Plane Pixel Detectors
G. Blaj, A. Dragone, P. Hansson, C. Hast, R. Herbst, C. Kenney, T. Smith

SLAC National Accelerator Laboratory, Menlo Park, CA, U.S.A.

Silicon strip and pixel detectors are present in most detectors for particle tracking and vertexing in particle physics. ePix100a, a
low noise detector designed for soft x-ray imaging, provides a significantly improved signal to noise ratio (SNR) of ~500-1000,
allowing tracking with improved subpixel and 3D angular resolution than that suggested by the pixel size and sensor thickness.
This might lead to improved tracking and vertexing detectors, using fewer or even single detector layers.

N07-20: 3D Avalanche Pixel for Precision Vertexing
N. D'Ascenzo, Q. Xie

Huazhong University of Science and Technology, Wuhan, Cina

The development of an innovative position sensitive pixelated sensor to detect and measure with high precision the coordinates of
the ionizing particles is proposed. The silicon avalanche pixel sensors (APiX) is based on the 3D integration of the avalanche
pixels connected in pairs and operated in coincidence in fully digital mode and with processing electronics embedded on the chip.
The APiX sensor addresses the requirements of minimize of the material budget and related multiple scattering effect in the
precise tracking system for High Energy Physics Experiments. The expected features of the operation of the new APiX sensor:
low noise, low power consumption and suitable radiation tolerance. The APiX sensors provides on-chip digital information of
coordinate of the charge particles and can be the building block of the modular large scale tracking system. The technological
challenges are the 3D integration of the device under CMOS processes and integration of the processing electronics on chip. In
order to demonstrate experimentally the validity of the APiX principle, a very preliminary prototype of a avalanche pixel
structure was assembled as the collinear pair of SiPM sensors. The prototype was tested at the CERN SPS test beam.

N07-21: Production and Testing of a High-Performance, Low-Cost Readout System for the Belle II Upgrade:
KL and Muon (KLM) Scintillator Sub-Detector
L. Mostafanezhad, G. Varner, B. Edralin

Department of Physics, University of Hawaii at Manoa, Honolulu, HI, USA

In a decade of operation, the Belle experiment operating at KEKB accomplished all its technical milestones by accumulating data
equivalent to an integrated luminosity of 1000fb-1. The Belle II detector is designed to operate at 20 times higher background
level and 50 times higher event rate. We present performance test results for implementation of a subdetector readout system that
is capable of reading 20k channels using 1250 16-channel waveform sampling ASICs placed on 144 9U motherboards. Gain
adjustment is provided for every channel of Geiger-mode avalanche photodetectors, while high efficiency triggering and ns-level
timing are obtained. Waveform sampling permits tuning the thresholds to 7.5 photoelectrons. All 144 modules for the entire
detector has been fabricated and tested. Production testing features an in-house inventory tracking software which interfaces with
the calibration software. Readout tests were performed with scintillator modules and high voltage supplies installed in the
upgraded Belle II detector. Integration with the new upgraded Belle II Trigger and Data Acquisition system is done and
preliminary data demonstrates meeting the Key Performance Parameter requirements for the project.

N07-22: Design of Data Aggregation Unit for High Energy Physics Experiment



J. Mitra', T. K. Nayak®

'YECC, PhD Scholar, KOLKATA, INDIA
2VECC, ALICE India Co-ordinator, KOLKATA, INDIA

This paper presents a prototype design for a basic configurable Data Aggregation Unit. This dedicated unit is required to gather
and organize the bulk amount of detector data of High-Energy Physics (HEP) experiments before data processing. It discusses
how the data traffic manager handles data based on information content. We then introduce three modes of operation, that allows
HEP experiment to optimize resource cost with data reliability. It is followed by result section, which includes signal quality of
incoming and outgoing links, Bit Error Rate, Throughput and Resource Occupancy.
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N08-1: Design of the Rapidly Relocatable Tagged Neutron Inspection System of the C-BORD Project
A. Sardet', B. Perot!, C. Carasco', G. Sannie?, S. Moretto’, G. Nebbia’, C. Fontana’, M. Moszynski4, P. Sibczynski4,
K. Grodzicki*, L. Swiderski’, A. Tovene®, C. Tintori’

'Nuclear Measurement Laboratory, CEA, DEN, Cadarache, Saint-Paul-lez-Durance, France
2 CEA, DRT, LIST, Gif-Sur-Yvette, France

3Dipartimento di Fisica e Astronomia, INFN, Padova, Italy

*National Centre for Nuclear Research, Otwock-Swierk, Poland

SCAEN S.p.A, Viareggio, Italy

Within the framework of the European H2020 C-BORD project, aiming at improving container inspection technologies, a
compact and “Rapidly Relocatable Tagged Neutron Inspection System”, called RRTNIS, is being developed taking into account
past EURITRACK experience with a portal TNIS, and the latest technologies in terms of associated particle neutron generator
and data acquisition electronics. A dedicated shield surrounding the neutron generator has been designed with MCNP6 to limit
the size of the restricted area and the count rate on gamma detectors, which are located very close to the generator. This new
design with “reflection” detectors only, i.e. in backscattering position, is indeed more efficient to detect suspect items, like
explosives or illicit drugs, in bottom regions of the container, compared to EURITRACK detectors which were mainly located
above the container. It also allows designing a relocatable system for different inspection sites like seaports, borders, or other
checkpoints. Dose and count rate calculations are presented to determine the restricted area and facilitate the design of the data
acquisition electronics, respectively. Several test case scenarios are also simulated to assess the capability of the new RRTNIS to
characterize, in a few minutes, suspicious items previously identified by X-ray radiography.

N08-2: Characterization and Simulation of Soft Gamma-Ray Mirrors for Their Use with Spent Fuel Rods at
Reprocessing Facilities
J. Ruz', M. J. Pivovaroff!, M.-A. Descalle!, D. L. Chichester?, S. M. Watson?, K. P. Ziock®

]Physics and Life Sciences, Lawrence Livermore National Laboratory, Livermore, CA, United States of America
2Physics and Life Sciences, Idaho National Laboratory, Idaho Falls, ID, United States of America
3Physics and Life Sciences, Oak Ridge National Laboratory, Oak Ridge, TN, United States of America

The use of a grazing incidence optic to selectively reflect K-shell fluorescence emission and isotope-specific lines from Special
Nuclear Materials (SNM) is a highly desirable non-destructive analysis method for use in reprocessing fuel environments.
Preliminary measurements have been performed and a simulation suite has been developed to give insight into the design of the
X-ray optics system as a function of source emission, multilayer coating characteristics and general experimental configurations.
This talk will show experimental results and compare them to the predictions from our simulation toolkit to illustrate the ray-
tracing capability and explore the effect of modified optics in future measurement campaigns.

N08-3: Sensitivity Image Compensation of ASIC Artifacts and Event Loss in Pixelated 3-D Position Sensitive
CdZnTe Detectors
B. Williams, Z. He

Nuclear Engineering and Radiological Sciences, University of Michigan, Ann Arbor, MI, United States

The maximum-likelihood expectation maximization (MLEM) algorithm has been applied to reconstruct gamma-ray images and
accurately estimate source activity based on list-mode data reconstructed from events recorded from position-sensitive CdZnTe
detectors with pixelated anodes. Conventional methods for activity estimation require a simulated system sensitivity image and
empirical correction factors to offset model mismatch in the simulation. In this paper, an analytical method for compensating the
model mismatch in simulated sensitivities is proposed as an alternative to empirical corrections factors. Model mismatch
manifests itself in the simulated sensitivity images by several means, most of which are due to the absence of the 129-channel



self-triggered application specific integrated circuit (ASIC) readout electronic noise in the simulation model. Two dominant
means of model mismatch - invalid ASIC time amplitude and low charge induction events - are considered in this work. By
monitoring ASIC timing and event reconstruction performance from calibration measurements, event and detector-specific
compensation factors are derived and applied in a modified sensitivity image calculation. The results suggest that the
compensation method more accurately models the system sensitivity than conventional methods, as evidenced by the activity
estimation accuracy to within 5% using list-mode data from nine independent CdZnTe detectors with pixelated anodes.

This material is based upon work supported by DOE NA-22 grant award number DE-NA0002131.

N08-4: The Method to Improve the Angular Resolution of the Portable Gamma Camera with Pinhole
Collimator
O. Ivanov, V. Potapov, I. Semin

National Research Centre Kurchatov Institute, Moscow, Russia

The use of portable gamma camera for different works at nuclear facilities has become common in recent years. In all
application, it is desirable to have a gamma-ray image with a sufficiently large field of view and the good angular resolution. For
available modern gamma cameras, these quantities are related to each other because of the method of formation of the gamma-
image on the detector - the principle of the camera obscura (pinhole) or coded aperture. In addition, due to the angular
collimation of gamma rays by the real pinhole it happens that signal drops to the edge of the field of view. Therefore, virtually
the entire field of view of the instrument is not used for imaging. We have developed a way to restore the image obtained by the
pinhole camera, which allows to increase the angular resolution by about 3-4 times and to obtain uniform sensitivity in all field of
view without a noticeable increase in noise in the gamma-ray image. The method is based on the use of the inverse problem
solution for finding the distribution of incident photons with the instrumental functions of the camera. The problem is reduced to
a Fredholm equation of the first kind. The equation is effectively solved by an iterative method developed by Tarasco.
Previously, the method was used to reconstruct the spectra of neutrons using a neutron detector apparatus function. The method is
implemented for the pinhole gamma camera "Cartogam", manufactured by Canberra. Camera Model "Cartogam", which was
used in the measurements has a field of view - 40 °, the angular resolution of 5°. The method of reconstruction is described.
Search of apparatus function for point source is presented . The application of the method acquisition and processing of test
images and gamma-images of packages of radioactive waste, superimposed on a video image are presented.

N08-5: The Image Processing for Improvement of Angular Resolution and Sensitivity of the Portable Gamma
Camera with Medipix Detector
0. Ivanov', V. Potapov', V. Stepanov', Y. Martynyuk?

!National Research Centre Kurchatov Institute, Moscow, Russia
“Scientific and Producing Company Doza, Moscow, Russia

Imaging of gamma-ray sources and the hard X-ray sources is a recognized experimental method for mapping the distribution of
radioactive elements, in plasma physics research, in high-energy astrophysics. In all studies, it is desirable to have a gamma-ray
image with a sufficiently large field of view and the good angular resolution. The recently developed gamma cameras have a
semiconductor position-sensitive detector Medipix with crystal CdTe and transverse size of the detector is 14 x 14 mm, and mask
pattern used is of the order of 10 x 10 elements, the corresponding FoV - 30deg , angular resolution - 3deg . Therefore, improving
the angular resolution can significantly improve the performance of the system. We have developed a method for reconstructing
of images obtained using a gamma camera, which can improve angular resolution of about 2 — 3 times when using the mask with
large holes and align the sensitivity in the field of view without noticeable increase of noise in gamma image. The method is
based on solving the inverse problem to find the distribution of incident photons with the instrumental functions of the camera.
The problem is reduced to a Fredholm equation of the first kind for a function of two variables. The equation is effectively solved
by an iterative method of Tarasko. Experimental shadow picture obtained by gamma camera developed by SPC "Doza". This
camera has a coded mask of MURA type pattern with a base pattern of 11x11 elements and detector with CdTe crystal of 2 mm
thick. In addition, we consider the question of the pre-treatment of shadowgramms to eliminate the signal from the meson tracks.
This method increases the sensitivity of the system in the imaging of sources with low energy of gamma rays. Filtering of tracks
is performed by a special program, which filters the signals from the events that have an elongated shape on the detector.

N08-6: Design Study on Differential Die-Away Technique in an Integrated Active Neutron NDA System for
Non-Nuclear Proliferation
A. Ohzu, M. Maeda, M. Komeda, H. Tobita, M. Kureta, M. Koizumi, M. Seya

Japan Atomic Energy Agency, Ibaraki, Japan



Since 2015, in the Japan Atomic Energy Agency, an advanced non-destructive analysis (NDA) mainly consisting of four active
neutron analysis techniques, which are DDA (Differential Die-Away Analysis), PGA (Prompt Gamma-ray Analysis) combined
with NRCA (Neutron Resonance Capture Analysis), NRTA (Neutron Resonance Transmission Analysis) and DGS (Delayed
Gamma Spectroscopy) is under development for the measurement of Special Nuclear Materials (SNM) and Minor Actinides
(MA) in low and high radioactive nuclear materials. Those different analysis are integrated and build in one measurement device
using a pulsed neutron generator, so that each analysis become practicable independently. The design study on the device has
been performed with Monte Carlo simulation code (MCNP) to evaluate the performance of those analysis. The simulation result
of the performance test related to the DDA section shows that the 239Pu mass (contained in MOX fuel) of as low as of 10 mg is
detectable. The additive effects on the measurement are expected by combining those analysis.

N08-7: Development of a nasal monitor to evaluate an activity of plutonium in the nasal cavity
Y. Morishital, S. Yarnamotoz, T. Momosel, J.H. Kanek03, N. Nemoto'

! Japan Atomic Energy Agency, Tokai-mura, Naka-gun, Ibaraki, Japan
’Nagoya University Graduate School of Medicine, Nagoya, Aichi, Japan
3Hokkaido University Graduate School of Engineering, Sapporo, Hokkaido, Japan

Plutonium dioxide (PuO2) is used to fabricate mixed oxide fuel for fast breeder reactors. When airborne contamination of Pu
occurs, the presence of Pu in the nasal cavity of a worker should be instantly evaluated. The nasal smear method is usual method
to immediately evaluate the intake of PuO2 at a work site. However, this method cannot evaluate the activity of Pu quantitatively
because the removable factor of PuO2 can be changed by the nasal swab and the pressure of a finger. An alpha-particle detector
that can directly measure the nasal cavity has not yet been developed. Therefore, we developed a nasal monitor that can directly
measure the activity of Pu in the nasal cavity in order to exactly evaluate the internal exposure dose of a worker. For our device, a
ZnS(Ag) scintillator was attached to the surface of a 3 mm x 3 mm % 20 mm prismatic-shaped light guide. A Silicon
Photomultiplier (SiPM) array was used to detect the scintillation light from the ZnS (Ag) scintillator. 241 Am source was
collimated to 2 mm X 5 mm and was used to evaluate the efficiency of the nasal monitor. Alpha particles were irradiated from
three different faces to the scintillator for the left and right nasal cavities. In addition, the effects of gamma and beta rays on the
nasal monitor were evaluated. The positions of both the left and right nasal cavities could be identified based on the two-
dimensional distribution of the alpha particles. The average efficiency was comparable to the ZnS(Ag) scintillation survey meter.
The effect of the gamma and beta rays was negligible for Pu monitoring. A worker’s internal exposure dose can be accurately
evaluated using our developed nasal monitor.

N08-9: Simplified Simulation Method for Modelling Illicit Materials Detection System Based on EDXRD
T.-Y. YangDai'?, L. Zhang'

! Department of Engineering Physics, Tsinghua University, Beijing, China

’Key Laboratory of Particle & Radiation Imaging, Beijing, China

With the two fold aim of analyzing the energy dispersive X-ray diffraction (EDXRD) system for illicit materials detection and of
selecting optimal configurations prior to experimental tests, a simulation method for modelling the response of EDXRD system
has been proposed. The simulation is done based on two orthogonal planes of the system: the diffraction plane (H-Plane) and its
vertical plane (V-Plane). Simulated results showed a very good agreement with experimental data and the computational amount
of the proposed method is much smaller than the simulation programs based on Monte Carlo method or other complete numerical
simulation methods. The simulation results also showed that the ways in which the angular distributions of H-Plane and V-Plane
influence the diffraction spectra are different. The spectra resolution is less sensitive to the broadening of the collimator apertures
in the V-Plane. This suggests that wider collimator apertures in the V-Plane can be used to increase the detection efficiency
without much loss of the angular resolution.

This work was supported by a grant from the National Natural Science Foundation of China (Pioneer Comprehensive Optimization Theory and
Technology for Low-dose CBCT. NO.11435007).

N08-11: Application of LaBr3(Ce) Detectors in a Mobile Spectrometric System
F. Finkel, 1. Krainukovs, V. Gostilo

Baltic Scientific Instruments, Riga, Latvia

The developed mobile spectrometric system is a monitoring vehicle equipped with spectrometric equipment that provide real-
time and thorough estimate of dose rate level, amount and spatial distribution of radioactive pollution caused by known or
unknown radionuclide constituents independently of the nature and age of the pollution. This mobile system can be used for
radiation monitoring of large areas, for searching lost or stolen radiation sources, as well as for control of accumulation of
radionuclides in the vicinity of a radiation-hazardous facility. Sending the data obtained to organizations performing radiation
control by means of cellular network or satellite communication is possible. The mobile base of the mobile spectrometric system



is an off-road electric vehicle featuring large ground clearance and a system enabling driving at an extremely low speed of ca 1
km/h. Thanks to this, an extremely detailed gamma radiation mapping is possible. The key component of the mobile
spectrometric system is a spectrometer consisting of two gamma radiation LaBr3(Ce) detectors mounted within thermostabilizing
housings and controlled by a 2-tract multi channel analyzer. The detectors are mounted so, that their position relative to each
other and the ground can be changed. This feature enables investigation of radiation-hazardous objects in addition to performing
in-situ measurements. The system indicates surpassing the preset threshold values of dose rate, surface or specific activity by
means of light and sound alarm. The GPS equipment and the related software and methodology provide mapping of measurement
results with the accuracy of up to 0.5 m.

N08-12: Detection of High-Energy Delayed Gamma-Rays and Delayed Neutrons from Photofission Using
Large Size Plastic Scintillators and 3He Counters
A. Grabowski, J.-M. Bourbotte, F. Carrel, G. Corre, H. Hamrita, V. Kondrasovs, F. LainA©, A. Sari

Sensors and Electronic Architectures Laboratory, CEA, LIST, Gif-sur-Yvette, France

Detection of hidden Special Nuclear Material (SNM) is one of the main topics of Homeland Security. One of the main goals of
the European Horizon 2020 C-BORD project is to drastically improve SNM detection in containers to prevent illicit trafficking.
One way to reach this goal is based on the photofission process: a high-energy photon beam generated by Bremsstrahlung in the
conversion target of an electron accelerator (LINAC) is used to induce photofission reactions on nuclear materials such as
uranium and plutonium.

High-energy delayed gamma-rays and delayed neutrons emitted after photofission reactions are a unique signature of the
presence of SNM. Detection of these particles enable to detect, quantify, and identify the fissionable material irradiated. The use
of He-3 is always a reference solution to detect delayed neutrons, despite the He-3 shortage. High-energy delayed gamma-rays
can be detected in several different ways. However, their counting still remains a significant challenge due to several constraints
related to the use of electronics and detector in a LINAC environment.

In this work, we study the performances of large size plastic scintillators for detecting high-energy delayed gamma-rays from
photofission and use in parallel delayed neutron detectors in order to associate both of these detection systems. We compare
performances obtained with two different sizes of EJ-200 plastic scintillators. We also compare results obtained associating the
high-energy delayed gamma-ray signature obtained using plastic scintillators with delayed neutron detection resulting from He-3
counting. Measurements have been carried out with a 9 MeV LINAC: variations of irradiation frequency, irradiation time and
mass of uranium give a good overview of plastic scintillators performances to detect high-energy delayed gamma-rays from
photofission. The coupling between delayed gamma-rays and neutrons is also a promising solution, especially for detecting
shielded SNM.

N08-13: X-Ray Fluorescence Measurements of Toxic Metal Content in Ash from Municipal Solid Waste
Incineration
B. Norlin', S. Reza'?, C. Frojdh!

!Dept. of Electronics Design, Mid Sweden University, Sundsvall, Sweden
ZFS-DS, Deutsches Elektronen-Synchrotron (DESY), Hamburg, Germany

X-ray fluorescence is a powerful method to analyse the composition of various substances. In this project we applied the method
to investigate the contents of toxic metals in fly ashes from municipal solid waste (MSW) incineration. The fluorescence yield is
a complex function of the incident spectrum and matrix effects in the substance under investigation. In this paper we discuss
optimisation of the setup for monitoring of different metals and the effect of variation in the composition of the ashes.

The MSW incineration business has expanded rapidly, both in Europe and globally. But, although incineration is expected to
have positive environmental impact, incineration will also increase the risk of spreading toxic metals to the environment. The
vision of this project is to develop an online method for monitoring of toxic metals in ashes. With such measurements directly on
site it is possible to optimize an ash washing process permitting the fly ash to be stored in a landfill for non-hazardous waste.
The X-ray fluorescence measurement presented in this project assures that the measurement accuracy is sufficient for metal
content monitoring. The actual measurement process is also fast enough to be possible to implement as an online measurement
method. Different means to improve the measurement are discussed, such as adjusting X-ray source voltage, usage of source
filtering and various detector material choices. The optimal setup is different for different metals, so it is essential to know which
metal needs higher detection accuracy. The accuracy needed for toxic metal monitoring in incineration plants are estimated.

N08-14: Design of a Novel Instrument for Active Neutron Interrogation of Unknown Objects
C. Bélanger—Champagnel, H. Vainionpéiéiz, P. Peura', H. Toivonen®, P. Eerola!, P. Dendooven!

! Helsinki Institute of Physics, Helsinki, Finland

2JHV Physics Oy, Riihimaki, Finland

SHT Nuclear Oy, Hyvinkdd, Finland



Active neutron interrogation of unknown objects provides information about which isotopes are present through the detection of
isotope-specific neutron-induced gamma radiation. It eliminates the safety risks associated with direct manipulation of the
unknown object which can contain chemical, biological, nuclear, radioactive or explosive materials. We use GEANT4 Monte
Carlo simulations to investigate the design of a novel instrument for active neutron interrogation that uses a high frequency
intense pulsed neutron generator and fast scintillator detector. We demonstrate that it is possible to separate the fast neutron-
induced gamma signal from the thermal neutron-induced gamma signal and use precise timing information to maximize signal
significance and improve performance over existing commercial instruments.

N08-15: Simulation and Implementation of Mobile Sensor Networks for Radiation Detection
J. Zhao, K. A. Roth, C. J. Sullivan

Dept. of Nuclear, Plasma, and Radiological Engineering, University of Illinois at Urbana-Champaign, Urbana, 1llinois, USA

Detecting the presence of possible illicit radioactive materials in a large urban area is critical in national security applications.
The concept of mobile radiation sensor networks have been put forward to solve this problem. Several factors, such as detector
density, detector sensitivity, background radiation, radioactive source type and so on, are thought to influence the performance of
the mobile sensor networks. It is necessary to study the influence of different factors before a large number of mobile detectors
are actually deployed in large geographic regions. In this paper, the simulation of a mobile radiation sensor network system is
presented. The simulation system, which takes into account the changing background radiation with position and time as well as
the measured detector response, is used to simulate the scenario in which multiple geotagged mobile radiation detectors are
deployed in a large area to detect and track the presence and movement of illicit radioactive materials. Quantitative results and
deduced conclusions will be presented.

N08-16: Discrimination of High-Z Materials with Muon Scattering Tomography
L. Frazao', J. Velthuis', C. Thornayl, C. Steer’

"University of Bristol, Bristol, UK
’4 WE, Aldermaston, UK

We describe a method for distinguishing different high-Z materials inside a concrete volume, using muon scattering tomography.
In a previous study, a method to find high-Z materials was discussed and here this is extended in order to apply it to the areas of
nuclear waste assay and treaty verifications. Material discrimination is a first step to identification, by comparing an unknown
material to possible candidates, and finding the most likely material. Muons are highly penetrating particles, and undergo
multiple Coulomb scattering in matter. In muon scattering tomography, cosmic muons are used as probes to scan containers, by
measuring the muon tracks above and below the volume of interest, and obtaining a scatter angle distribution, as well as other
correlated variables. A multivariate analysis was performed with these variables, in order to distinguish materials from different
simulations with the same geometry. We know from previous work that it is possible to perform 3D imaging of concrete
containers finding high-Z materials inside, and their edges with a good resolution, so the analysis was performed by selecting the
muon tracks that crossed the high-Z volume. From these simulations, we show that it is possible to distinguish uranium blocks
from lead, tungsten and plutonium blocks of the same size. The smallest blocks with a good discrimination were cubes with 2 cm
side.

N08-17: Comparison of Prompt and Delayed Photofission Neutron Detection Techniques Using Different
Types of Radiation Detectors

P. Sibczynskil, L. Swiderski!, M. Moszynskil, A. Syntfeld—Kazuchl, K. Grodzicki!, A. Dziedzic', M. Matusiak', T. Kosinski',
S. Korolczuk', F. Carrel’, M. Hamel?, A. Sari’, A. GrabowskiZ, F. Laine?, A. lovene’, C. Tintori®

'National Centre for Nuclear Research, 05-400 Otwock, Poland
’CEA LIST, F-91191 Gif-sur-Yvette, France
3CAEN S.p.A., Via Vetraia 11, 55049 Viareggio (LU), Italy

For several years, detection of various threats on country borders plays a significant role in the frame of Homeland Security
applications. One of this threat is the illicit trafficking of nuclear materials (especially including Special Nuclear Material - SNM
— 35U, 23U or *°Pu), which can be potentially used for production of nuclear weapon as well as radiological dispersal device
(RDD) — known also as a “dirty bomb”. In order to detect the potentially hidden nuclear material, systems using linear
accelerators and a group of detectors are developed by several scientific groups around the world. Besides solutions focusing on
detection of delayed ?-rays or neutrons, also the systems dedicated for prompt neutron detection were proposed. One of the
possible prompt neutron detection technique is known as Threshold Activation Detection (TAD). This technique relies on
activation of "’F nuclei in the scintillator medium by fast neutrons and registration of high-energy B particles and ?-rays from the
decay of reaction products (for example, '°F(n,a)'®N or "’F(n,p)'°0). Recent studies in the frame of the European Horizon 2020
C-BORD project showed that, despite the low '*F(n,a)'*N or '°F(n,p)"°O reaction cross-section, the method could be a good
solution for detection of shielded nuclear material. A benchmark of the TAD technique based on fluorine detectors with reference



method focused on delayed neutron detection with *He detectors will be presented in this paper. These experimental results were
obtained using a 9 MeV linear accelerator.

This work was supported by the C-BORD H2020 project (Grant Agreement no 653323) for the inspection of large volume freight.

N08-18: Peak Quantification with Neural Networks for Low-Resolution Nal Spectra
M. M. Kamuda, J. Stinnett, C. J. Sullivan

NPRE, University of Illinois, Champaign, Il, USA

Gamma-ray photopeak detection for low resolution detectors is a key component of many isotope identification algorithms.
Methods such as Gaussian fitting or derivative analysis are challenged by low count spectra, overlapping peaks, and Compton
edges. We propose a neural network approach to peak detection and area quantification that can overcome these challenges while
remaining computationally simple enough to be suited for handheld radioisotope identifier deployment.

N08-19: Personal Dosimetry Geolocalized System for Radiation Monitoring
R. Chil', G. Konstantinou!, L. M. Fraile?, J. Vaquer03, C. Rodriguez3, S. Borromeo?, M. Desco'?, J. M. Udias?, J. J. Vaquerol‘4
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A geolocalized radiation monitoring system has been developed based on an small and portable personal dosimeter. This
dosimeter uses a scintillator-SiPM combination for the radiation detection, it includes spectroscopy and isotope identification
capabilities. The personal dosimeter uses a 9x9x20mm3 CsI: Tl crystal and a 50 uM SiPM. All measurements are time and
location stamped, even for indoor locations. The system is designed in such a way that different wireless connectivity options are
available. It can use Bluetooth, Wi-Fi, GSM, etc. depending on the application, and it also has the option of connecting to a
mobile phone. When used for radiation monitoring over wide areas several networked dosimeters can provide a high sampling
rate over an extended area simultaneously on fixed or mobile platforms. Three elements comprise the complete system: the
dosimeters, a wireless gateway and a web-based remote storage, monitoring and management system (central system).

N08-20: Urban Source Detection with Mobile Sensor Networks Enhanced with Machine Learning Algorithms
Z. Liu, C. J. Sullivan

Department of Nuclear, Plasma, and Radiological Engineering, University of Illinois at Urbana—Champaign, Urbana, IL, The
United States

Mobile radiation sensor networks integrated with global positioning system coordinates provide an attractive option for the task
of dynamically monitoring a region's background radiation and detecting the illicit movement of radioactive materials. It is
important to estimate anomalous sources' position and location accurately. Both statistical and probabilistic approaches have been
developed for stationary sensor networks to estimate source parameters. Due to the limitation of computation complexity, most of
these algorithms assume background radiation is uniformly distributed and constant. These algorithms have low efficiency to
solve multi-source problems. In our previous work, an algorithm called the BR-MLE algorithm was developed for mobile sensor
networks to estimate the spatial and temporal distribution of background radiation. Following that work, a pre-filter framework
for mobile sensor networks is presented in this paper that estimates multiple sources' positions and intensity under the fluctuating
background radiation. The pre-filter framework combines the BR-MLE algorithm, a clustering algorithm, and a traditional
maximum likelihood estimation algorithm together, and decomposes the computation intensive multi-source estimation problem
into several single-source estimation problems. This offers an efficient alternative to traditional approaches where the multi-
source problems are difficult to solve and the background radiation distribution is not considered.

N08-21: Development of Nuclide Identifying Algorithm for PVT-Based Gate Monitor
Y. Kim', H. Yoo!, J. Kim!, E. Lee!, S. Lee!, M. Moon?, G. Cho'

Nuclear and Quantum Engineering, Korea Advanced Institute of Science and Technology, Daejeon, Republic of Korea
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Naturally occurring radioactive materialstNORM) such as bananas, fertilizer, cat litters and etc are major cause of nuisance alarm
for radiation detection portal monitor(RPM) installed at the airports and harbours. The nuisance alarm caused by NORM wastes a
lot of time and the careful inspection cost. To solve the problem, nuclide classifying algorithm to reduce nuisance alarms is
essential. In this paper, conventional plastic scinitllator based RPM applicable nuclide classifying algorithm(NCA) is proposed.
For the algorithm development, the gamma energy spectrum of the various gamma energy sources with the large-



area(1800x720x50mm3) PV T(Polyvinyl-toluene) based plastic scintillator was measured. The obtained spectrum data was
analyzed by the similarity analysis. For the evaluation of the developed NCA, the gamma energy spectra samples of the seven
general calibration gamma sources were measured within less than 5.5 second because the speed of moving sources is specified
8km/h(2.2m/s) at the ANSI for evaluation and performance of RPM for use in homeland security(N42.35). The obtained data was
classified by developed NCA.

Measured sample spectra cannot be distinguish each other with the naked eye due to the similar tendency of the spectrum but
they were classified exactly when the developed NCA was used. Although Ba-133, Co-57, Co-60 and Cs-137 spectra were
measured during only 1 second, it was confirmed that they were exactly classified by developed NCA.

N08-22: Identification of *’Sr and *’K Based on Cherenkov Radiation at Lower Background Suppressed
Cosmic Rays
H. Ito, A. Kobayashi, H. Kawai, S. Kodama, T. Mizuno, M. Tabata

Graduate School of Science, Chiba University, 1-33, Yayoicho, Inage, Chiba, Japan

A new detector, real-time *°Sr counter, was developed with sensitivity of *’Sr and insensitivity of '*’Cs, **K and Cosmic rays,
based on Cherenkov radiation. The detector is threshold type Cherenkov counter using silica aerogel with a refractive index of
1.042. Since of the threshold energy of 1.31 MeV, the beta--ray from *’Y can be identified. This detector would be applied for
recovery Fukushima. By the Fukushima Nuclear Accident in 2011, particularly the fisheries were severely damaged due to
radioactive contamination in Fukushima, Japan. Recent study is focus to radiation with longer half--life, *Sr and '*’Cs, in the
contaminated water. The performance of the detector was evaluated as an absolute efficiency using *°Sr, '*’Cs and KCI source; as
the result, the efficiency of *Sr, '’Cs and *’K are obtained ? 2.24 + 0.02 x 10~ Bq™' sec™!, 21.27 £0.23 x 10° Bq' sec and less
than 1.6 x 10 Bq™' sec™', respectively. The detector was estimated the detection limit of **Sr of 45 Bq/kg for seafood and 1.6
Bq/kg for seawater.

N08-23: Preliminary Results of a Nuclear Material Monitoring System Using Multiple Spectroscopes and
Anger Method
H. Song'? H.-I. Kim?®, S.-J. Lee'?, C. Y. Lee'?, C. W. Park'?, Y. H. Chung'*
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Nuclear terrorism is recently considered as a critical threat in the international society. Therefore, diverse nuclear material
monitoring system has been proposed to prevent the terrorism. To monitor nuclear materials in large area, we proposed a new
nuclear material monitoring system using four gamma spectroscopy detectors and Anger method. The system can specify the
position, energy and activity of the source. The performance of the system was evaluated using GATE (Geant4 Application for
Tomographic Emission) simulation and the results were validated experimentally. In the simulation, 100 GBq Cs-137 source was
moved in the X and Y direction with 3 m intervals in 30 i7" 20 ;% 8 m® volume. The four detectors were positioned at each
upper corner of the measuring volume. In the simulation result, source position was specified with 2 m of accuracy and activity
was agreed within i %23 % error range. The prototype system consisting of four 21; }41; %2 Nal(Tl) detectors was developed. The
measured data was well matched with simulation result with 3% difference. The results demonstrated that the proposed system is
expected to contribute to prevent nuclear terrorism.

N08-24: X-Ray Linear Laminography System for Void Inspection in Aluminum Welding
M. Park!, M. Lee!, K. Kim!, S. U. Hwangz, S. Y. Jin%, H. Kim}, S. Cho!, G. Cho!

! 1Department of Nuclear and Quantum Engineering, Korea Advanced Istitute of Science and Technology, DAEJEON, KOREA
22Production Engineering Research Team, Samsung SDI, Yongin-Si, Gyeonhgi-Do, Korea

As in-line inspection of welded parts in various industrial fields is becoming crucial, there are requests for fast and efficient
methodology for such nondestructive testing. 2D radiographic inspections, in general, suffer from poor image contrast and
confounding noise due to the overlaid structures. An x-ray linear laminography system is proposed and implemented in order to
overcome the challenges of digital radiography in void inspection of aluminum welding area. To validate the performance of our
proposed system, we performed both Monte-Carlo simulation and real scan experiments. It has been demonstrated that the void
detection up to an effective diameter of 50 um at critically important depth zones is possible for in-line inspection procedures.

N08-25: Development of Hybrid L-edge/XRF Densitometer: Fabrication and Evaluation
S. Park!, U.-R. Park!, S.-W. Kwak', A.-R. Lee!, J. Park?

!Korea Institute of Nuclear Nonproliferation and Control, Daejeon, Republic of Korea
’ISP Co., Ltd., Jeonju-si, Republic of Korea



Assay of L-series of nuclear material solution is useful for determination of amount of nuclear materials and ratio of minor
actinide in the materials. The hybrid system of L-edge densitometry and X-ray fluorescence spectrometry is one of the
instruments for the assay. The hybrid L-edge/XRF densitometer (HLED) can be portable and compact from advantage of using
low energy X-ray beams without heavy shielding systems and room temperature detector without liquid nitrogen cooling. The
prototype of the equipment was fabricated and evaluated. In previous study, the equipment was designed and feasibility of
measurement for nuclear material solution through Monte Carlo simulation. A surrogate material, such as led (Pb) solution, is
used for evaluation of performance of the instrument to avoid radiation effects from nuclear materials for evaluation of the
equipment. The solution concentration could be obtained from L-edge densitometry and the characteristics of X-ray fluorescence
of the material by incident low energy continuous X-ray spectrum (< 35 keV).

This work was supported by the Nuclear Safety Research Program through the Korea Foundation of Nuclear Safety (KOFONS), granted financial
resource from the Nuclear Safety and Security Commission (NSSC), Republic of Korea.

N08-26: Neutron Activation in an Active Interrogation System
M. Cassinelli, C. Clemett, B. Campbell, C. Steer

NTR, AWE, Reading, Berkshire, UK

Active interrogation of cargo containers is a valid technique to screen for Special Nuclear Material. The use of a D20 converter
allows a pure photon source to be augmented with photo-neutrons which can both cause fissions and activate cargo. The work
presented here is a preliminary study into the neutron activation of cargo for such a system based on a Varian M9 LINAC.
Results indicate that the neutron dose delivered to cargo ranges from 0.02% to 0.3% of the photon dose, and that the additional
dose delivered due to activation products left in the cargo ranges from 0.0002% to 0.01% of this. In addition, it was concluded
that the activation of food irradiated by such a system is unlikely to lead to significant levels of dose to those coming into contact
with it, and that activated cargo is likely to lead to nSv levels of dose delivered to drivers transporting cargo around the country
from ports.

A© British Owned Copyright 2016 / AWE

N08-27: Development of Portable SNMs Detection System Based on Threshold Energy Neutron Analysis
T. Misawa', Y. Kitamura', Y. Takahashi', K. Masuda?, S. Fujimoto3
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Detection of hidden special nuclear materials (SNMs) used for nuclear explosives such as U-235 is important issue for nuclear
security against terrorism. Since U-235 emits only low intensity of gamma rays, several active interrogation systems used in
seaports and airports have been proposed so far. However, those systems require highly intense neutron or photon sources and
heavy shielding materials surrounding the detectors for reducing background neutrons and gamma-rays. To overcome those
difficulties in active interrogation systems, we have been developing a portable interrogation system based on the Threshold
Energy Neutron Analysis (TENA) technique. It is composed of a potable D-D neutron source by an IEC (Inertial Electrostatic
Confinement) fusion system which is a compact and simple fusion device running by electrical discharge in D-D fuel gases and
new neutron detectors called Tensioned Metastable Fluid Detector (TMFD). In TENA method, neutrons from a D-D source
whose energy are 2.45 MeV are injected into target suspicious object and neutron energy are measured by surrounding neutron
detectors, then detection of neutron whose energy is more than 2.45MeV emitted by fission reaction means the existence of
SNMs in the target. To detect high energy neutrons by rejecting 2.45 MeV probing D-D neutrons and background gamma rays
with high efficiency, newly developed TMFD is adopted, which is composed of organic liquid in supersaturation state by external
tension and organic liquid is vaporized by detection of high energy neutron above threshold energy. The validity of those
methods based TENA method was experimentally investigated by combination of a IEC D-D neutron source, enriched uranium
and neutron detectors. The effectiveness of the methods also numerically investigated by MCNP Monte Carlo calculations to
simulate a steel container with SNM which is surrounded by a D-D neutron source and neutron detectors.

N08-28: A New Method for the Determination of 241 Am Activity for Large Site Contamination
E. Wilhelm', N. Arbor?, S. Gutierrez!, S. Ménard!, A.-M. Nourreddine®

]DIF, CEA, Bruyeres le Chatel, France
’IPHC, CNRS, Strasbourg, France

Airborne gamma-ray spectrometry system HELINUCTM is used for different missions like environmental control of
radioactivity and nuclear emergency response. This type of equipment is well-developed for high energy emitters but less for low
energy emitters. A new method for the determination of 241 Am activity for large site contamination is developed. This method is



based both on statistical analysis of spectra and deconvolution of 241 Am signal with a reference library. Results are obtained on
a site with artificial implemented contamination and on a real contaminated site. These results are compared to other method and
show significant improvements in detection and estimation of 241Am activity. This will improve the definition of the limits for
contaminated area in case of accident or incident related to national security.

This work was supported by CEA - GIE Intra.

N08-29: Cylindrical Multi-Layer Neutron Monitor Using B4C Thin Film
C.H.Lim', J.-W. Park', J. H. Lee', J. Kim’, S. Lee?, J. H. Lee?, M. K. Moon®

'Ocean System Engineering Research Division, Korea Research Institute of Ships & Ocean Engineering, Daejeon, Republic of
Korea
’Neutron Instrumentation Division, Korea Atomic Energy Research Institute, Daejeon, Republic of Korea

Nuclear material inspecting in the moving vehicle is carried out using neutron monitoring system and it is fabricated utilizing the
3He gas generally. However, necessity for alternative neutron reaction substance because of the lack of worldwide helium gas
has increased. Therefore, developments of neutron detector of the alternative material by many research groups have been
conducting and meaningful results are publishing in Journals.10B among alternative materials has many advantages as the high
neutron cross-section, material stability, etc. So, we developed the neutron monitor with B4C thin film for monitoring of nuclear
materials in the cargo truck. To increase the signal detection efficiency of the neutron monitoring system with B4C thin film for
moving vehicle inspection, the monitoring system was designed to cylindrical feature. It is intended to minimize the change in
signal collection efficiency according to the incident neutron direction. The neutron converter in the developed neutron monitor
consist of B4C thin film of 6 layers. Before develop of monitor, we were calculated the neutron collection efficiency using Monte
Carlo simulation. To perform the simulation, MCNP6 was used. Independent variables of the simulation model are the monitor
height (20 ~ 200 cm) and the B4C thickness (0.5 ~ 3.0 um). A B4C film was coated on a 200 um thickness aluminium substrate
using Ar ion sputtering thin film coating machine. In order to estimate the performance of the neutron monitoring system, it was
conducted using 252Cf. The result of study, we confirmed the applicability of the cylindrical multi-layer neutron monitor with
BA4C thin film for inspection of nuclear material in moving vehicle.

This research was a part of the project titled 'Development of Ubiquitous Technology based Security and Safety Systems for Shipping and
Logistics® funded by the Ministry of Oceans and Fisheries, Korea.

N08-30: SPIR-Ace: a Novel Handheld Radio-Isotope Identifier
A. P. Fallu-Labruyere, F. Schulcz, J. Fellinger
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SPIR-Ace is a Novel Handheld Radio Isotope Identification Device (RIID) meant for Radioprotection, especially for Illicit
Trafficking of Special Nuclear Material (SNM) protection in multi-modal fluxes of people and goods. It is based on proven core
detection technologies deployed in the SPIR-ID instruments [1]. It comprises a Nal(Tl) scintillator (alternatively LaBr3(Ce))
coupled to a photomultiplier tube for spectroscopy. Dose rate is reported once the spectroscopy is saturated using a Geiger Muller
tube. Neutron detector is achieved through novel LiZnS:Ag scintillators readout by a temperature compensated silicon
photomultiplier, and instrumented by low power electronics. Spectrum is built using a two separate electronics operated in
parallel for low power consumption, which also processes counts from the GM and nNeutron detectors. An ARM based
processing board performs low range communication to the Android controller that performs gamma spectrum stabilization and
Isotope Identification, through proprietary Spectrum Identification Algorithm (SIA). Local deconvolution is also performed for
complex masking scenarios on sub-regions of the spectrum. Isotope libraries are loaded depending on the purpose of the
inspection, namely post nuclear accident monitoring or illicit nuclear source trafficking protection. Instrument sensitivity exceeds
those of the ANSI N42-34 [2] standard. In this paper, we report the instrument novel architecture and its key performance
parameters.

References: [1]: SpiR-ID: a novel Handheld Radio-Isotope Identifier for Radioprotection and Illicit Trafficing Protection of Special Nuclear
Material, poster presented at SORMA 2012. [2]: American National Standard Performance Criteria for Hand-Held Instruments for the Detection
and Identification of Radionucleides, ANSI N42.34-2006 [3]: Technical Capability Standard for Handheld Instruments Used for the Detection
and Identification of Radionucleides, Domestic Nuclear Detection Office (DNDO), October 2011.

N08-31: Surface Contamination Monitor, with Separate Alpha, Beta and Gamma Counting, Utilising Silicon
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A compact surface contamination monitor (SCM) has been developed, which utilizes silicon photomultipliers (SiPMs),
drastically reducing the volume and weight compared to currently available SCMs. The device uses a layered construction of
scintillators to achieve separate alpha, beta and gamma ray counting. The lower layer consists of poly-vinyltoluene (PVT) and
ZnS(Ag), whereas the upper layer consists only of PVT. Alpha particles are detected by their interactions in the ZnS(Ag) layer
and separated from betas by pulse shape discrimination. Beta particles and gamma rays are differentiated on a rate comparison
basis in the two separate layers of PVT. To achieve clear beta/gamma discrimination, a novel algorithm has been developed,
which uses coincidence counting in the two PVT layers, and pulse height analysis. This leads to a beta/gamma discrimination
ratio of better than 10, The utilization of SiPMs instead of the usual photomultiplier tubes, greatly reduces the volume and
power consumption of the device. Other commercially available surface contamination monitors give either gamma only, or joint
beta/gamma counts, owing to the similarity of their pulse-shape in scintillators. The advantage of giving separate alpha, beta and
gamma counts is that in a high gamma flux environment, low activity beta emitting contamination should be clearly seen. This
paper shows the results of early development work which demonstrates the alpha-beta and beta-gamma discrimination methods.

N08-32: Neutron Spallation to Enhance Muon Scattering Tomography
C. Eldridge
AWE ple, Reading, United Kingdom

Muon Scattering Tomography (MST) is a relatively young technology which relies on the Coulomb scattering undergone by
cosmic ray muons as they pass through matter. If modules of detectors are placed around a volume then the particle tracks
entering and exiting can be reconstructed. Using the scattering experienced by the muons passing through the volume, a three
dimensional image of the space can be created. The scattering angle of a single interaction is dependent on the atomic number (Z)
of a material with the largest scattering occurring in very high Z material. This property has made the technique attractive for
counter proliferation applications as it is particularly sensitive to heavy, fissile elements. The Atomic Weapons Establishment
(AWE) has been pursuing research into muon scattering tomography with a focus on border security applications for the last six
years.

Cosmic ray muons are known to stimulate both prompt and delayed neutron emission in heavy elements. The penetrative
properties of these emitted neutrons along with their exclusivity to high Z material makes them a potential complement to
existing MST imaging techniques for counter proliferation applications.

This work reports on the results of an experiment in which a muon scattering tomography system is utilised in combination with
helium-3 detectors to correlate incident muons with the neutrons emitted from a tungsten mass. The potential of using neutrons to
enhance the fissile material detection capabilities of muon scattering systems is also discussed.

N08-34: Strategies to Alleviate Aliasing in Coded Aperture Imagers
P. E. Vanier, I. Dioszegi, C. Salwen
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When a coded aperture imager is used to locate a single isolated source, it is desirable to identify the brightest pixel in the field of
view and to calculate its statistical significance compared with the uncertainty in intensities of all the other pixels. Prior to
deconvolution of the shadowgram to form an image, the detected events are usually binned into areas corresponding to the
projected mask pixel areas. This binning process may result in misalignment of some events into areas that should be in shadow.
In the worst case, the events transmitted by an open pixel may be shared by as many as four adjacent data bins. The statistical
significance of the brightest spot could be reduced by a factor of four, unless offsets are used in the binning process to align the
bins with the mask shadows. This effect is sometimes called aliasing. Choosing the offsets manually for each acquired image is
tedious and somewhat subjective. We will describe two automated approaches to reduce the aliasing. In one method, all possible
combinations of offsets are tested, and the combination that yields the maximum counts in the brightest pixel is chosen. For the
second method, we subdivide the matrix representing the mask pattern into smaller areas, by factors of 4 or 16. The shadow data
are then binned into finer areas than before to match these subpixels.

N08-35: Development of Continuous Scanning for Fixed Type Container X-Ray Inspection System
J.H. Lee, J. W. Park, C. H. Lim

KRISO, Daejeon, Korea

This study aims to develop a fixed type container inspection system (CIS) which is possible to scan continuously in order to
enhance the efficiency of the system. The scanning time lagging due to standby time of vehicles is strongly related to the
efficiency of the CIS, It is necessary to develop the continuous scanning fixed type CIS because the operation efficiency is
proportional to the number of CIS sites and construction cost. Thus the continuous scanning fixed type CIS is designed and
verified with ARENA simulation tool in order to enhance the whole operation time of the existing CIS. The parameters applied
for the simulation are the times caused by building size, shielding door, vehicle transport system, and driver. As the result of the



simulation, the extension of the Vehicle Transport System (VTS) rails in order to circle the VTS and 4 VTSs are required to
realize the continuous scanning and the system is currently under construction.

N08-36: A Radiation Sensor Network with the Ability to Localize the Radiation Source
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A sensor network based on single crystal small factor CdZnTe or CdTe radiation detectors (non directional sensors) is described
which has the ability to localize a radiation source in real time. In addition to the small factor detectors the network includes high
performance Cd(Zn)Te as the directional detectors which can use either coded apertures or Compton imaging for the directional
identification of a radioactive source. The capabilities of the non-directional sensor network have been studied using simulated
data produced by SWORD (based on GEANT software). Using the simulation data, we have developed fusion algorithms for the
localization of the source applying machine learning techniques, such as neural networks and boosted decision trees. Source
location information from the directional detectors is used to restrict the search area and improve the localization accuracy. The
effectiveness of the sensor network is evaluated using a testbed of 6 CdZnTe sensors that transmit spectra data on a fusion host,
where the fusion algorithms take place. The purpose of the network is to support homeland security and defend areas without
specific entry or exit points even from potential radiological dispersion devices (RDD).

This research has been funded by the NATO SfP-984705, ESA Contract 4200014240 «CdTe crystallization and related compounds» and by the
FP7-SEC-218000 COCAE project.

N08-37: Characterization of the $*{11}$B(d,n$\gamma$)$” {12}$C Monochromatic Photon Source for Active
Interrogation
P. B. Rose Jr, A. S. Erickson
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Detecting special nuclear material (SNM), especially while in transit, is a challenge for homeland security. Shielding may further
complicate detection of SNM when using traditional methods. Active interrogation can be utilized to probe through shielding
uncovering illicit material. Monoenergetic radiation sources, such as ones based on low energy nuclear reaction, show promise
for elevating SNM detection capabilities beyond traditional bremsstrahlung beam interrogation, in particular when elemental
discrimination beyond the traditional low-, medium- and high-Z is required. In this work we report advancements on the
understanding of one of these monoenergetic sources, the accelerator driven $°{11}$B(d,n$\gamma$)$"{12}$C reaction. This
source is known to produce intense, highly penetrating gamma rays of 4.4 MeV and 15.1 MeV, but it also produces an abundance
of other high energy gamma rays. In addition, we analyze the effects of collimators and target mechanical parts on the produced
signal. Detailed classification of the source is imperative for understanding of the physics taking place and how it can be
exploited for active interrogation, paving the way for new possibilities in nuclear security and other fields where high energy
monoenergetic photons are desired. We present a detailed analysis of experimentally observed gamma rays produced from this
low energy nuclear reaction as well as their relative yields based on an incident 3.02 MeV deuteron beam.

N08-38: Minimization of the Impact of Sensor Velocity on the Probability of Source Detection Using

Geographically Weighted Methods
M.-H. Jeong', C. J. Sullivan’, M. Cheng', S. Wang'
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Location-aware mobile sensors have fundamentally changed the ways radiation levels are detected and tracked. These changes
have raised many exciting research questions related to nuclear forensics. This paper investigates the relationship between a
mobile sensors' velocity and radiation counts. The study compares the correlations of the sensors' velocity and measurment
radiation counts with a source or without a source. Geographically weighted approaches such as a moving kernel are used to
identify regional variations in the relationship between variables. The experimental results present that there is a negative
correlation between sensors' velocity and radiation counts with a source, while there is no statistically significant correlation
without a source. These results can be used to decrease false alarm rates in a geotagged sensor network.



N08-39: A Comparison of Radiological Dispersal Device Deposition Characterization Techniques
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Following the detonation of a Radiological Dispersal Device (RDD), aerial gamma radiation surveys can provide a rapid
determination of the extent and magnitude of the resulting radioactive contamination. Due to the near-homogeneous response of
most gamma radiation survey instruments and the altitude of the aerial survey platform, the effective field of view of airborne
gamma surveys can be hundreds of meters. The large field of view is used to advantage in aerial radiometric survey allowing for
fastest possible full coverage of very large areas. However, it comes with the disadvantage of smearing out the spatial resolution
of the measurements, resulting in over reporting of the spatial extent of the contamination and underestimation of peak
concentration, which may have impact on tactical emergency response plans generated based on survey results. Aerial and
ground-based survey data are compared for actual outdoor explosive dispersals of radioactive material. It is shown that although
the derived peak contamination levels may vary by orders of magnitude, the measurements are consistent with each other.
Understanding these fundamental differences in radiation survey techniques is important for situational awareness in the planning
and conduct of an RDD emergency response.

N08-40: Compact Neutron Scatter Camera Search Applications
M. D. Gerling, J. E. M. Goldsmith, J. S. Brennan
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Neutron imaging has the potential to be a valuable tool in the search for localization and characterization of special nuclear
material (SNM). In a recent campaign we attempted to demonstrate the ability of the Sandia developed mobile imager of neutrons
for emergency responders (MINER) to discover SNM in a realistic environment consisting of several container stacks. MINER
utilizes double scatter events in order to localize fission-energy neutrons, and with some additional limitations gammas. This bi-
modal imaging greatly increases the utility of the system, especially combined with neutron spectroscopy provided. Additionally,
the system has a large volume of scintillator which provides singles rates (simple counting) well above most other even dedicated
singles systems. These attributes combine to produce a versatile system that also provides unique contributions. We present
results from a field test in and around a container stack under realistic conditions where MINER successfully located a variety of
both neutron and gamma sources.

This work is supported by the National Nuclear Security Administration Office of Defense Nuclear Nonproliferation Research and Development.
Sandia National Laboratories is a multi-program laboratory managed and operated by Sandia Corporation, a wholly owned subsidiary of
Lockheed Martin Corporation, for the U.S. Department of Energy’s National Nuclear Security Administration under contract DE-AC04-
94AL85000.

N08-41: Image Reconstruction of Radioactive Sources with a SCoTSS Compton Gamma Imaging Device
P.-L. Drouin!, R. Ueno!, L. Erhardt, J. Hovgaardz, B. Krupskyyz, A. MacLeod®, P. Saull’, L. Sinclair*, D. Waller!
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A Compton gamma imager is used for detecting, identifying and localizing sources of gamma-emitting radioactive material. This
work follows the successful development of the SCoTSS (Silicon photomultiplier-based Compton Telescope for Safety and
Security) laboratory prototype, aiming to develop a "mission-ready" imager for security, emergency response and military use.
We have implemented and tested a number of image reconstruction techniques to determine their merits. Using a simulation of
the SCoTSS imager performed with GEANT4 Monte Carlo, several image reconstruction algorithms were implemented: the two-
cone intersection method, List-Mode Maximum Likelihood Expectation Maximization method (LM-MLEM), and Stochastic
Origin Ensembles method (SOE). The performances of the algorithms were quantified for several scenarios: a) a single point
source, b) multiple point sources, c) a single moving source, and d) an extended source. All of the methods investigated show an
improved precision on the localization of the radiation source for a single point source compared to the simple back-projection
approach. Tracking of a source with a constant velocity was also demonstrated.

N08-42: Monte Carlo Simulations of a Physical Cryptographic Warhead Verification Protocol Using Nuclear

Resonance Fluorescence
J. R. Vavrek, A. Danagoulian, E. Immerman, R. S. Kemp, R. C. Lanza, R. R. Macdonald, B. Osmanov

Dept. of Nuclear Science and Engineering, Massachusetts Institute of Technology, Cambridge, MA, USA



Future multilateral nuclear arms reduction efforts will require technologies for the verification of treaty compliance. In particular,
warheads slated for dismantlement will need to be verified for authenticity without revealing any sensitive weapons design
information to international inspectors. Despite several decades of research, no technology has been able to meet these
requirements simultaneously. Recent work at MIT has produced a novel physical cryptographic verification protocol that
attempts to solve this treaty verification problem. The physical cryptographic protocol exploits the isotope-specific nature of
nuclear resonance fluorescence (NRF) measurements to provide a strong indicator of the authenticity of a warhead. To protect
against sensitive information leakage, the NRF signal from the warhead is convoluted with that of an encrypting foil containing
the same isotopes as the warhead but in unknown amounts. The convoluted spectrum from a candidate warhead is then
statistically compared against that from an authenticated template warhead to determine whether the candidate itself is authentic.
This work presents the initial Geant4 Monte Carlo simulations of the physical cryptographic warhead verification protocol. Using
a 2.7 MeV endpoint bremsstrahlung beam, a template warhead is interrogated. Several hoax geometries are also compared
against the template to show the protocol’s robustness against cheating. In particular, an isotopic hoax in which weapons-grade
plutonium is replaced with reactor-grade plutonium is shown to be detectable in realistic measurement times. An optimized
geometric hoax that mimics the areal densities and attenuations of the authentic template warhead along one axis can also be
detected. Results of the simulations as well as future research objectives will be presented and discussed.

This work is supported in part by the Consortium for Verification Technology under Department of Energy National Nuclear Security
Administration award #DE-NA0002534. This support does not constitute an express or implied endorsement on the part of the Government. The
authors would like to thank Zachary Hartwig for his assistance with the computational infrastructure.

N08-43: MEBCIS: Multi-Energy-Betatron-Based Cargo Inspection System
A. Arodzero'?, S. Boucher!, S. V. Kutsaev!, R. C. Lanza?, V. Palermo’, F. O'Shea', V. Ziskin!?
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The security market requirements for state-of-the-art mobile and portal radiography inspection system include high imaging
resolution (better than 5 mm line pair), penetration beyond 300 mm steel equivalent, material discrimination (three groups of Z)
at speeds up to 16 km/h with 100% image sampling, low dose and small radiation exclusion zone. New research into radiography
methods and systems has been actively pursued in order to achieve these challenging requirements. Recently, a significant
fragment of the R&D effort has been devoted to re-examining betatron based X-ray inspection systems. The advantages of the
betatron-based inspection systems over conventional linac-based designs include small focal spot (which improves the
resolution), low weight and form-factor, simpler control system and relatively low cost. The team lead by RadiaBeam
Technologies is developing an innovative cargo X-ray scanning technique that promises to appreciably improve penetration and
imaging capabilities. Our low dose mobile/portal Multi-Energy Betatron-based Cargo Inspection System, MEBCIS, will be able
to provide radiographic scanning at speeds up to 17 km/h with 100% sampling and material discrimination. The MEBCIS
approach overcomes the limitations of cargo inspection systems with conventional dual energy interlaced betatron by use of the
following key technologies: - Generation of X-ray pulses with lower- and higher- energies during the same betatron acceleration
cycle, to avoid erroneous material discrimination due to cargo motion; - Real-time intelligent setting of energies of pulses
depending on X-ray attenuation in cargo; - Scintillation-Cherenkov detectors with reduced sensitivity to scatter radiation; - Ultra-
fast detection with Silicon photomultipliers (SiPM) readout and automatic switching between photon-counting and integration
operation modes depending on the attenuation in cargo. Application of these technologies maximizes material discrimination,
penetration and contrast resolution while simultaneously reducing the dose.

N08-44: Uncertainty Quantification for Coded Aperture Quantitative Imaging
A. M. Bevill, W. R. Martin

University of Michigan, Ann Arbor, United States

Radiation imaging systems provide a wealth of information for analyzing quantities of interest (enumeration, strength,
dimensions) of an uncharacterized source. This capability is useful, for example, when measuring plutonium powder “held up” in
unknown locations at reprocessing facilities. A characterization has far more impact when it is accompanied by a robust
uncertainty estimate. In this work we analyze data from a coded-aperture imager to create a confidence interval for the total
strength of a neutron source in a region of interest. The analysis approach relies on the convexity of the chi-squared residual;
however the approach could be useful for some analyses in which the residual is not convex. The analysis uses barrier methods to
solve the convex optimization problem. A solution bound and convergence criterion is calculated by evaluating the extrapolated
chi-squared function with the Karush-Kuhn—Tucker conditions. A scripted implementation of the method solves problems with
500 datapoints and 1000 unknowns in 465 seconds on a typical laptop.

Profs. Brian Kiedrowski, Zhong He, and Jeffrey Fessler, and Drs. Keith Bledsoe, Paul Hausladen, and Matthew Blackston, provided mentorship
and assistance on this work.



N08-45: Design of a Rotational Modulation Collimator Utilizing Asymmetric Masks for the Gamma-
Ray/Neutron Dual Imaging Technique

H.S.Kim', G. Lee’, S.-J. Ye', G. Kim’

! Program in Biomedical Radiation Sciences, Department of Transdisciplinary Studies, Graduate School of Convergence Science
and Technology, Seoul National University, Seoul, Korea

’Electronic and IT Media Engineering, Seoul National University of Science and Technology, Seoul, Korea

Department of Nuclear Engineering, Sejong University, Seoul, Korea

With the recent development of pulse shape discrimination (PSD)-capable scintillators, simultaneous detection and imaging of
gamma rays and neutrons become feasible. As an attempt to develop gamma-ray/neutron dual imaging technique for the special
nuclear material (SNM) detection, we build a fast and precise gamma-ray/neutron dual imager using RMC. Previous studies have
shown that modulation patterns generated by utilizing RMC with symmetric masks will be identical if the source location is
symmetric with respect to the rotational axis of the RMC, which makes distinction of symmetrically located two sources
impossible. The purpose of this research is to solve the limitation of common RMC by designing an asymmetric mask, which can
complement the drawbacks of the previous RMC design. We validated our asymmetric RMC design with Monte Carlo simulation
(MCNP version 6.1). For the reconstruction of radiation images, the maximum-likelihood expectation maximization (MLEM)
algorithm was employed. Based on the Monte Carlo simulation results, we generated the system matrix to implement the MLEM
algorithm and the spatial distribution of the source was reconstructed. Based on the asymmetric design of the masks, we plan to
fabricate RMC system using CLYC scintillation detector.

This work was supported by the Nuclear Safety Research Program through the Korea Nuclear Safety Foundation (KORSAFe), granted financial
resource from the Nuclear Safety and Security Commission (NSSC), Republic of Korea (No. 1403024).

N08-46: Unfolding Large Plastic Scintillator Pulse-Height Data
N. E. Hertel', E. A. Burgett®

'G. W. Woodruff School of Mechanical Engineering, Georgia Institute of Technology, Atlanta, GA, USA
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Large plastic scintillators are routinely used in portal monitors. Although the pulse-height spectra obtained are poorly resolved,
plastic scintillator pulse-height spectra contain energy information. The potential to unfold the pulse-height spectra to obtain
energy spectra and nuclide identification has been studied. A 30.48 cm x 30.48 cm x 5 c¢m plastic scintillator, coupled to a
trapezoidal UVT light pipe 30.48 cm in length which in term is coupled to two PMTs, has been constructed at Georgia Tech. The
signals from the PMTs are coincidenced to reduce noise and summed to provide the pulse-height spectrum. Pulse-height spectra
were computed with MCNP for monoenergetic photons from 10 keV to 2 MeV in 50 keV increments. From these monoenergetic
photon responses, a response matrix incorporating the resolution of the plastic scintillator was constructed. Pulse-height spectra
have been unfolded using the PTB MXD_MC33 unfolding algorithm employing the MAXED (Maximum Entropy
Deconvolution Method) which requires a priori information, i.e. a starting spectrum. However, in the deconvolutions to be
presented, the starting spectrum was input as a flat spectrum. The results of unfolding measured pulse-height spectra for the
following radionuclides will be presented: Cs-137, Na-22, Co-60, Mn-54, and Am-241. The reconstructed gamma-ray energy
spectra indicate that unfolding the pulse-height spectra from large plastic scintillators appears to be a viable approach to
determining reasonable gamma-ray spectra without resorting to expensive high-resolution gamma-ray spectrometers.

N08-47: Comparing the Performance of Portable Gamma Spectrometry Systems Based on the Quad-CdZnTe
Array
A-R. Lee', J-K. Shin’, U. R. Park', Y. Kim’, S.-W. Kwak', H. Chung'

!Korea Institute of Nuclear Nonproliferation and Control, Daejeon, Republic of Korea
“Korea Institute of Nuclear Safety, Daejeon, Republic of Korea
*NuCare Medical Systems, Inc., Incheon, Republic of Korea

The present authors recently designed and built a new type of a portable gamma spectrometry system utilizing the Quad-CdZnTe
(CZT) array, optimized for fast uranium enrichment verification of UF6 cylinders. The system consists of four CZT detectors,
daisy-chained together and worked as a single detector, the related DAS (Data Acquisition System), and a detachable lead shield.
Comparing to the previous system, the most featured improvements of this new system are to: 1) be placed extremely close to
UF6 cylinders, thereby increasing the gamma flux incident on the system and 2) much easily transfer the system to any
inspection points since the size and weight are relatively reduced. An algorithm to operate this new system and analyze the output
signals were also upgraded in this study. The performance test was conducted with a 3.8% enriched uranium sample and the
energy resolution was calculated using a Cs-137 source. The test results were compared to the results obtained from the previous
system in order to provide an equal comparison of two systems. As a result, the new system showed higher energy resolution and
efficiency than the previous system.



N08-48: Assessment of near-Monoenergetic Photon Sources for Nuclear Security Applications
B. Ludewigtl, C. G. Geddes', J. D. Valentine!, M.-A. Descalle?, G. Warren®, M. T. Kinlaw*, C. A. Miller®
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Monoenergetic photon sources have the potential to provide significantly improved performance over existing bremsstrahlung
based systems or enable new capabilities in radiography and active interrogation applications. Applications have been assessed
including cargo screening and interdiction, detection of hidden SNM, treaty/dismantlement verification, nuclear safeguards, and
emergency response. Estimates derived from simulations showed that dose reductions due to a narrow energy spread range from
about 2x to 4x for radiography applications and can exceed a factor of 10 for photofission signatures. In particular, new laser
Compton scattering photon sources currently under development promise unprecedented performance with selectable photon
energies from <1 MeV to 20 MeV, energy spreads as low as ~1%, and ~10"8 photons/pulse at repetition rates up to 10s of kHz.
Main advantages include the ability to select the photon energy and to adjust energy spread, flux, and pulsing structure to deliver
the photons needed for signature generation while suppressing extraneous dose and background that is associated with current
bremsstrahlung sources. The narrow angular spread of the 1 “4pencili; /2 beams makes it possible to deliver a high photon flux
onto a target at a larger distance. Analysis has shown that scanning with a narrow beam can be of great benefit in radiography as
it allows the scatter component in the radiograph of a thick object to be largely eliminated resulting in increased contrast and
significant dose reduction beyond that due to narrow energy spread. Detailed simulation studies for quantifying capabilities and
determining photon source requirements are in progress.

This work was supported by the Office of Nonproliferation and Verification Research and Development, National Nuclear Security
Administration, and performed under the auspices of the U.S. Department of Energy by Lawrence Berkeley National Laboratory under Contract
No. DE-AC02-05CH11231.

N08-49: Detection Capabilities of KSr2IS:Eu2+
E. Lukosi, C. Melcher, M. Rust

University of Tennessee, Knoxville, TN, USA

There is a current need for economical, yet high energy resolution gamma sensors for wide spread deployment in nuclear security
applications. One promising new scintillator, KSr215:Eu2+, being developed at the University of Tennessee-Knoxville, has
achieved excellent energy resolution of 2.4% at 662 keV for a small crystal volume. Further, high quality crystal growth has been
demonstrated many times faster for similarly performing scintillators, is very proportional, and has good detection efficiency.
However, it also contains internal radioactivity due to the presence of 40K, which gives an internal radioactivity of 6.5 Bq/cm3.
To quantify the effects of the internal radioactivity on the detection and identification capabilities of KSr2I5:Eu2+, simulated and
experimental data has been analyzed using two different approaches. The first method analyzed simulated external and internal
background with a moving Cs-137 source to obtain proximity localization and time-to-detection information relative to a typical
Nal(Tl) detector. Simulations also included Nal(T1), Csl, and SrI2 with different energy resolutions and partial substitution of
40K for its effect on its performance across a wide array of gamma-ray energies. Finally, laboratory investigations of various
sources on these same detectors was used to benchmark simulations and provide tangible evidence on the performance of a
moderately performing KSI detector. Results indicate that KSI has potential in nuclear security applications, but the intrinsic
radioactivity limits its performance in certain energy ranges. Partial substitution of 40K was found to dramatically improve
performance and reduce the need for higher energy resolution to outperform other detectors.

N08-50: Cylindrical Coded Moderator for Neutron Detection and Localization at Standoff
E. Lukosi, C. Haseler

University of Tennessee, Knoxville, TN, USA

Due to the need for effective fast neutron detection at a large standoff with 360-degree localization, this work analyzes different
coded moderator geometries using boron-coated straw thermal neutron detectors for the purpose of minimizing localization and
time to detection while minimizing detection system complexity. Utilizing MCNP6 simulations, cylindrical moderator
geometries with rotational symmetry about a central detector were demonstrated to have small uncertainty in a 360° range while
simultaneously decreasing the time-to-detection. By varying moderator thickness according to source angle and position on the
detector axis, simulations have demonstrated the ability to locate a 1 MeV neutron source equivalent to 8kg of weapons-grade
plutonium to £3° at a 50 m standoff. Experimental verification of the simulated results was conducted by constructing a custom
cylindrical coded moderator around a large He3 tube and used a Pu/Be source.



N08-51: Low Dose Source Trajectory Tracing Using Dynamic List Mode Reconstruction Algorithm Based on
Dual-Modality Camera Setup

Q. Wang1‘2, S. Chen’, S. Wang1’2’3, Y. Liu"?3, T. Ma"?3
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Detection, localization, and characterization of radiation source has significance in the fields of nuclear safeguards and
proliferation monitor. In large public space, limited system detection sensitivity and human motion lead to limited effectiveness
for localization of low dose source carried by human. In this study, dedicated at low-count reconstruction and radiation source
tracing, we propose human trajectory activity intensity reconstruction(TIR) algorithm based on dual-modality camera setup.
Since we are mainly concerned with who emerges on site has maximum suspicion of carrying radiation source, trajectory with
highest intensity reconstructed is reported with maximum suspicion of radiation source trajectory. TIR consists of two steps: 1)
suspicious targets segmentation and their moving trajectories tracing; 2) trajectory intensity reconstruction based on dynamic list
mode MLEM algorithm, while a derivate system matrix is implemented indicating possibility of a given detected event
originating from a given trajectory. Not only trajectory number is relatively small compared to conventional static angle or voxel
number, but also all detected events in certain time period are considered together in one reconstruction set of TIR. Thus TIR has
better potential for low dose source tracing than conventional static reconstruction. Preliminary test includes: 1) analytical
simulation of 100pci radiation source motion, with 3885 detected events in 10.5seconds; 2) measurement of 1mci human-carried
radiation source motion, with 217 detected events in 22seconds. Both studies show that compared to conventional static
reconstruction, TIR has better low-dose source tracing performance with less bias and more effective convergence stability.
Further study may concentrate on evaluation and optimization of TIR robust for tracing of source with different motion-model or
lower dose.

N08-52: Optimization of a Silicon Beta Cell via Simulation
M. F. Mayerl, M. P. Foxe!, C. B. Sivels?, J. C. Hayesl, J. 1 Mclntyrel, R. Suarez'

]Paciﬁc Northwest National Laboratory, Richland, WA, USA
2University of Michigan, Ann Arbor, USA

The measurement of radioactive xenon (*'™Xe, '**™Xe, '**Xe, '**Xe) in the atmosphere is one of the primary approaches to
monitoring for nuclear explosions. The ratios of these four radioxenon isotopes can provide the ability to discriminate between a
nuclear explosion and other anthropogenic sources such as nuclear reactors. Measurements of these isotopes via beta-gamma
coincidence can be improved by replacing more traditional scintillating plastic B-cells with silicon detectors that have a higher
energy resolution. We report on simulations performed to optimize parameters such as cell volume and silicon thickness for
increased detector sensitivity. The increased energy resolution will enable better isotopic identification and allow for more
accurate source identification analysis. Initial simulations will be compared to experimental results using Canberra’s PIPSBOX-
2x1200-500.

N08-53: Low-Background Radioxenon Detector System
M. P. Foxe, J. L. Burnett, M. F. Mayer, J. I. McIntyre, C. B. Sivels

Pacific Northwest National Laboratory, Richland, WA, USA

The measurement of radioactive xenon (Xe-131m, Xe-133, Xe-133m, Xe-135) in the atmosphere is one of the main approaches
to monitor nuclear explosions for verification. A low-background radioxenon beta-gamma detector is in operation in the shallow
underground laboratory at Pacific Northwest National Laboratory. Measurements of the pure xenon isotopes allows for definitive
determination of the region of interest and detection efficiency. Additional measurements of environmental samples provide
insight into the potential limits of background for the radioxenon-monitoring regime. We report on the sensitivity limits of the
low-background radioxenon detector system that is operated in the shallow underground laboratory at PNNL along with
environmental measurement results.

N08-54: A New Square-Hole Based Coded Aperture Imaging Method

L. Shuai'? Z. M. Zhang'?, Y. W. Zhang'?, T. T. Hu'?, L. Wei'?

!Institute of High Energy Physics Chinese Academy of Sciences, Beijing, China

’Beijing Engineering Research Center of Radiographic Techniques and Equipment, Beijing, China

A square-hole based Coded Aperture Imaging (CAI) system is designed for far-field radiation source imaging. The CA is
designed to be a (4N+1)x(4N+1) area mask with a (2N+1)x(2N+1) area square hole. In this method, a decoding function can be
structured to ensure the point spread function been a d function. An imaging prototype is developed with a tungsten mask of



17x17 arrays and a BGO detector of 17x17 pixels. The mask is 8§mm thick with a 23.4mmx23.4mm (9x9 arrays) hole.
Experimental result show that 28.8 pCi Cs-137 point source can be imaged within 100s exposure time at 1 meter distance. Unlike
conventional pinhole imaging, by sampling the projection of a large square hole as a coded arrays, a high resolution imaging can
be restructured, meanwhile a highly detection efficiency is obtained. Compared to the widely used MURA array, the square-hole
is more alterable. The coding numbers of a certain square-hole mask is decided by the pixels of detector. In addition the square-
hole coded mask becomes more simple and easy to manufacture.

This work was supported by the Ministry of Science and Technology of China (2011YQ120096) and the National Natural Science Foundation of
China (Grant no. 11205170, 11175200).

N08-55: Uranium Enrichment Determination Method for Quad_CZT Gamma-Ray Detector
S.-W. Kwak', A.-R. Lee', J.-K. Shin’, U. R. Park', J. Lee', H. Chung'
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The limitation of large-volume CZT crystal growth restricts detection efficiency of a CZT radiation detector and consequently
increases measurement time for IAEA safeguards inspection activities. Four CZT crystals (named Quad-CZT array) are
combined with an electronics to build a gamma-ray spectrometer with better detection efficiency than using a single CZT crystal.
This new Quad-CZT array based gamma-ray spectrometer has prompted new analysis method development for uranium
enrichment determination. Based on the enrichment meter principle, the developed uranium isotopic analysis method uses the
185.7 keV of U-235 from spectral distribution obtained by the Quad-CZT array based gamma-ray spectrometer. The
characteristics curve for uranium enrichment determination was derived using the net peak area of the U-235 185.7 keV which is
dependent on the U-235 enrichment of measured nuclear materials. The relative error in a measured U-235 enrichment of UO2
pellets was about 2.0% when the suggested analysis method was applied. Using various nuclear materials, more detailed
experiment will be conducted in future to characterize the developed CZT array-based detector and isotopic analysis method for
it.
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N09-1: Development of a Gamma Detector Using Single Crystal Diamond for a Severe Environment
K. Ueno', T. Tadokoro!, K. SasakiZ, M. Tsubota’, J. H. Kaneko®, R. Ohtani*, S. Koizumi*
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After the accident at the Fukushima Daiichi Nuclear Power Station (NPS), the Japanese Government required reinforcement of
heat and radiation resistances of gamma monitors used in NPSs. The reliability for severe environmental temperatures of more
than 573 K can be improved by analyzing the dominant radionuclides in the atmosphere. Therefore, the authors have developed a
gamma detector using a single crystal diamond with a wide band gap for this monitor. The dominant radionuclide in the
atmosphere is estimated by the Compton distribution. The prototype detector was manufactured using a diamond element grown
by Hokkaido University researchers. The element area and thickness were 5 mm x 5 mm and 0.1 mm, respectively. The
electrodes were evaporated onto both sides by the electron beam evaporation method. The ohmic electrode was made of Ti/Au
and the Schottky electrode was made of Pt. The element was installed in a detector housing of 20 mm f x 40 mm with a coaxial
cable having high temperature resistance, and fixed with an epoxy also with high temperature resistance. The signal was analyzed
by a preamplifier (PR16, EURORAD), an amplifier (572A, ORTEC), and a multichannel analyzer (MCA7700, SEIKO EG&G).
To evaluate the heat resistance, the temperature dependence of the count rate was measured from room temperature to 643 K
using a '’Cs gamma source. The count rate with the bias voltage of -80 V was stable to 643 K within 3.0 % full scale (F.S.). The
Compton distributions were observed to 643 K. No noise by heating was seen at 579 K or less; however, it appeared above 579
K. To evaluate the radiation resistance, the dose dependence of the count rate was measured to 3 MGy using a “Co gamma
source. The count rate at 3 MGy was stable within 4.9 %F.S. Based on the results, the gamma detector with the diamond element
was judged operable in a severe environment.

This paper includes some results obtained using the project “Development of diamond electric devices for nuclear power reactors with standing a
severe accident” under the auspices of the Ministry of Education, Culture, Sports, Science, and Technology of Japan.

N09-2: The CdZnTe Detector with a Slit Collimator for Measure Distribution of the Specific Activity of
Radionuclides in the Ground
V. E. Stepanov, A. G. Volkovich, V. N. Potapov, I. A. Semin, A. V. Stepanov, I. N. Simirskii



NRC Kurchatov Institute, Moscow, Russian Federation

Abstract: From 2011 in the NRC "Kurchatov Institute" carry out the dismantling of the MR multiloop research reactor. Now the
reactor and all technological equipment in the premises of the reactor was dismantled. At the present time , measurements of
radioactive contamination in the reactor premises are made. The most contaminated parts of premises - floor and the ground
beneath it. To measure the distribution of specific activity in the ground the CdZnTe detector (volume 500??%) is used. The
energy resolution of the detector on the line 662 keV is 7.2 keV. Dimensions of detector housing: @24mm, L=58mm. Detector
placed in a lead shielding with a slit collimation hole. The upper part of shielding is made movable to close and open the slit of
the collimator At each point carried out two measurements with open and closed collimator. For determination of specific activity
of radionuclides in ground was developed software for calculation the coefficients of proportionality of specific activity to the
corresponding the counting rates in the peaks of full absorption in the measured spectra. For determination of these coefficients
the mathematical model of spectrometric system based on the Monte-Carlo method was used. Measurements of specific activity
in ground are taken and are discussed. By results of measurements calculate the thickness of the removed layer of ground and the
amount of radioactive waste.

N09-3: Coordinated Control of HTR-PM Plant: From Design to Verification
Z. Dong, X. Huang

Institute of Nuclear and New Energy Technology, Tsinghua University, Beijing, China

HTR-PM plant is a multi-modular nuclear power plant based on pebble-bed modular high temperature gas-cooled reactor
(MHTGR). Through adopting operation scheme of two nuclear steam supplying systems (NSSSs) driving one turbine set, the
inherent safety feature of the MHTGR is applicable to the whole plant. Here, a NSSS is composed an MHTGR and a once-
through steam generator (OTSG) that is side-by-side arranged by the MHTGR. The function of coordinated control is to regulate
the nuclear power, helium temperature and steam temperature by adjusting the control rod positions, helium flowrate and
feedwater flowrate so that the plant power supply can be well balanced with the demand. Since the two NSSSs of the HTR-PM
plant are tightly coupled with each other by the commonly utilized turbine/generator, the variations of the state-variables of one
NSSS can induce those of the other NSSS. Therefore, coordinated control is meaningful to provide safe, stable and efficient
operation of the HTR-PM plant. In this paper, the design and verification of the coordinated controller for the HTR-PM plant is
introduced, which lies in three aspects, i.e. theoretic analysis, numeric tuning and hardware-in-loop (HIL) verification. In the
aspect of theoretic analysis, a novel method, i.e. the phyisically-based control design approach that provides globally
asymptotically closed-loop stability for nuclear energy systems is introduced. In the aspect of numeric tuning, the code of
numerical simulation and the process of controller tuning is given. Furthermore, in the aspect of HIL verification, both the
simulation software and realtime simulation platform for of HTR-PM operation characteristics are introduced, and some
preliminary HIL verification results are also shown.

N09-5: Intense Fusion Neutron Source: DT Neutrons for Fusion and Beyond
P. Agostinil, M. Angelone2, D. Bernardi', P. Console Camprinil, M. Frisonil, A. Pietropaoloz, M. Pillon?, A. Pizzuto?, S. Fiore®
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Within the framework of research and development on fusion technology, a 14 MeV neutron source has long been considered as
a key facility to perform irradiation tests supporting design and licensing of DEMO reactor. In this context, New Sorgentina
Fusion Source (NSFS) project has been proposed taking advantage of well-established D-T generators technology, properly
scaled in order to design a bright neutron source of some 10715 n/s. It is based on multiple 200 keV deuterium and tritium ion
beams delivering several Amperes towards a deuterium-tritium enriched layer on a rotating target where fusion reactions take
place. Tests on materials damage upon neutron irradiation are intended to be performed with the actual 14 MeV neutron spectrum
typical of fusion reactors. NSFS project is intended to be carried out within national as well as international collaborations in
order to provide a fusion-related neutron source and possibly a multipurpose facility. In the present contribution, the main facility
characteristics are highlighted along with expected irradiation performances. Possible implementations towards a multipurpose
utilization in different research fields will be discussed.

N09-6: Development of Compact Gamma Camera for Real-Time Radiation Monitoring at Nuclear Power
Plants
D. Jang, Y. Choi, Y. K. Kim, D. Kim, J. H. Jung

Molecular Imaging Research & Education (MiRe) Laboratory, Department of Electronic Engineering, Sogang University, Seoul,
Korea



Gamma-imaging system is of great interest to monitor the contamination of radioactive substances in a wide range of areas at
nuclear power plants. The purpose of this study was to develop a compact gamma camera capable of detecting and imaging the
radioactive sources present in contaminated area. The proof-of-principle gamma camera with 3 cm x 3 cm FOV consisted of
pinhole collimator, SiPM based detector and dedicated electronics. Diameter, acceptance angle and channel height of the pinhole
collimator were 1 mm, 25° and 4.47 mm, respectively. The detector block was composed of 2 x 2 matrix of detector modules,
each of which consisting of a 4 x 4 array LYSO coupled to a 4 x 4 array SiPM. The 64:4 multiplexing circuit was designed to
simplify the readout electronics and to reduce the number of channels being digitized. DAQ module equipped with 4 channel
ADC and FPGA was also developed. The prototype gamma camera with 10 cm x 10 cm FOV and improved energy resolution is
also being constructed using newly designed pinhole collimator, GAGG scintillator having high light yield and no intrinsic
radioactivity and 1024:4 multiplexing circuit. Flood image and energy spectrum were acquired to evaluate the performance of the
proof-of-principle gamma camera. Spatial resolution and count rate as a function of distance from the radioactive source to
pinhole collimator were also measured. High quality flood image was successfully acquired using the proof-of-principle gamma
camera and each crystal pixel was clearly identified. Average energy resolution of 64 crystals was 18.1 + 2.0%. Spatial resolution
and count rate were 5.1 mm and 420 cps/MBq at a distance of 50 mm from the collimator. Preliminary experimental results
indicate that compact gamma camera proposed in this study has the capability of real-time localization and imaging of
radioactive sources.

N09-7: Compact HPGe Probe for Harsh Environment and in-Situ Spectroscopy
J. Clauss, M. Ginsz, J. Flamanc, B. Pirard, J.-B. Legras, V. Marian, P. Quirin, M.-O. Lampert

Canberra Specialty Detectors, Lingolsheim, France

This paper describes a novel HPGe-based spectroscopy system for in-situ measurement. It is able to withstand harsh
environmental conditions with industrial reliability and fast deployment. This solution targets any application in which
measurements under various weather conditions, contaminated areas, underground or submarine location are required. The
detector is encapsulated within an ultra-high vacuum canister, coupled to a compact electric cryo-cooler and placed within a
ruggedized external housing. A state-of-the-art DSP analyzer is used for the readout.

N09-8: Asymptotic Limits of a Realistic Oklo Reactor Model Criticality
S. Bentridi', B. Gall, F. Gauthier—lafaye1

'"UDBKM, Laboratory of Energy and Smart Systems, University of KHEMIS MILIANA, Khemis-Miliana, Algeria
2CNRS/UDS, Institut Pluridisciplinaire Hubert Curien, Strasbourg, France

The natural occurrence of criticality in the 2 billion years old uranium deposit of Oklo (Gabon) discussed and explained in
previous works by the use of isocritical lines1,2,3), representing the realistic critical configurations probably ignited in their
geological environment, showed an asymptotic behaviour near low porosities (fig.1). Extended simulations with MCNPX were
carried out on the basis of realistic critical configurations and interesting results were obtained on larger intervals of physical
parameters to define the asymptotic limits of the critical radii of the critical initial cores.

N09-9: On the Design of a Remotely-Deployed Detection System for Reactor Assessment at Fukushima Daiichi
A.R.Jones', A. Griffiths®, M. J. Joyce', S. Kamada®, J.-I. Katakura®, M. Katoh®, B. Lennox?, K. Okumura®, K. Nishimura®,
D. Potts?, K.-I. Sawada’®, S. Watson?

'Lancaster Univeristy, Lancaster, UK

2 University of Manchester, Manchester, UK
National Maritime Research Institute, Tokyo, Japan
“Nagoaka University of Technology, Niigata, Japan
3 Japanese Atomic Energy Agency, Ibaraki, Japan

The premise behind this research is the design of a system that will allow fuel debris characterisation at Fukushima Daiichi. The
precise location of the debris is not known for example as to whether it remains within the reactor pressure vessel or it has leaked
through into the base of the pedestal below, additionally the state of the fuel is also in question as to whether this has corroded
from within its encasing or if it is intact. The most likely scenario is a combination of all four of these situations. The flooding of
the reactor floors immediately following the Fukushima accident adds an extra element of complexity for the detection system
requiring it to be submersible and to hold any detector system in water tight confinement. The research carried out has involved
extensive modifications to a previously-designed low-cost small-scale AVEXIS submersible inspection vehicle and the
incorporation of a variety of radiation detectors. The latter has been designed to allow for mapping and determination of the
situation that is present within the primary containment vessels. The challenges addressed with the detection system arise from
the high dose rates that have been recorded around the reactor pressure vessels which can be as high as 1000 Gy/hr. In such a
harsh environment not only will the radiation detectors struggle to operate but the components that make up the remote-operated
vehicle are also likely to suffer radiation damage after only a relatively short period of time. The research presented here



evaluates the components currently incorporated into the AVEXIS system in terms of their radiation tolerability as well as
presenting the combination of detectors to be used in the remote probe for the investigation of the fuel debris.

This work was funded by the Engineering and Physical and Physical Sciences Research Council (EPSRC: EP/N017749/1) and MEXT (Japan).
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N10-1: Hydrogen Beam Extraction of Penning Ion Source for Compact Neutron Generator
C.H.Lee!, D.-S. Chang?, B.-H. Oh?, I. Son', Y.-K. Kim!

!Dept. of Nuclear Engineering, Hanyang University, Seoul, South Korea
’Korea Atomic Energy Research Institute, Daejeon, South Korea

Penning ion source was made for applying a compact neutron generator. Electrical and vacuum system was assembled to test the
ion source. As a preliminary test, a hydrogen gas using a mass flow system was inserted to produce plasma into the ion source
and the plasma was produced and the hydrogen ion beams were extracted successfully. Operation conditions such as anode
voltage, pressure change, and extraction voltage were changed to extract a higher current of the hydrogen ion beams and the
highest current was achieved to be 0.9 mA at 0.0021 mbar (40 sccm) and 7.5 kV anode biased voltage. Some details on the
operation conditions of the penning ion source were discussed.

N10-3: Conversion Electron-Gamma Discrimination in Thick Silicon Detector by Signal Processing
B. Genolini, G. Andrea, V. David

IPN Orsay (CNRS-IN2P3-Univ. Paris South), Orsay, France

We show that we can achieve partial discrimination between gamma and conversion electrons events recorded using a 3-mm
thick Silicon-Lithium detector with the analysis of the signals at the output of a charge preamplifier, using a method suitable for
real time processing. We validated it with the particles emitted with a 207Bi source: we suppress more than 40 % of the gamma
events in the spectrum with the signal shape analysis. The method consists in calculating the decay time close to the leading edge
with a linear regression, after subtracting the signal base line. As a secondary result, this algorithm distinguishes the double peak
structures at 554 and 1048 keV. We also show that the combination of a low-pass filter and a simple trigger algorithm is
sufficient to reach 5 ns RMS time resolution, which can improve the rejection by the coincidence with a reference detector.

N10-4: Silicon Pixel Telescope (SPT) Latest Developments and Results
J. M. Jose', N. I. Rukhadze?, Y. A. Shitov?, L. Fajt', L. Stekl'

!Institute of Experimental and Applied Physics, Prague, Czech Republic
2 Joint Institute for Nuclear Research, Dubna, Moscow region, Russia

Experiment Silicon Pixel Telescope (SPT) aims to measure two neutrino double electron capture (2?EC/EC) in 106 Cd using
pixel detectors. One of the main challenges for double beta decay experiments is the background reduction. Pixel detector offer
background reduction capabilities with its ability to identify the particle interaction (from the 2D signature it generates). SPT
collaboration has been operating detector prototype (using eight Timepix pixel detectors) in the Modane underground laboratory.
More than 8000 hours of data was collected and analyzed from the setup. A number of improvements on the detector system
were also performed for the reduction of background events and improvement of data acquisition.

N10-5: Improvement of the performance of gamma-ray Broad Energy Germanium (BEGe) detectors using the
pulse shape analysis for environmental applications
N. A. Ali

Physics Department, University of Liverpool, Liverpool, Merseyside, United Kingdom

The optimisation of High Purity Germanium (HPGe) detector performance for different gamma-ray interactions is an active area
of research in the field of nuclear physics. For some commercial applications such as environmental sample counting, analysis of
highly radioactive waste, the accurate characterisation of radionuclides within samples is required. HPGe detectors are the most
often utilized detectors in such applications because of their excellent energy resolution. However, the shortcoming of these
detectors is their poor Peak-to-Compton (P/C) background response that limits radionuclides with small activities in the sample
to be easily detected. This drawback is mainly due to Compton scattering effect that leads to a significant continuum in the
energy spectrum, which causes a considerable increase in the peak background. This project is, therefore, aimed at developing a
direct method to improve the P/C background response of germanium detectors, thus, increasing their sensitivity, which will
benefit to different applications of these detectors. To achieve this, Digital Pulse Processing (DPP) techniques were applied to



gamma spectroscopy measurements with a BEGe detector using environmental samples. Digitised detector traces from a digital
acquisition (DAQ) system have been recorded for off-line analysis, which involved the application of rise time filtering
techniques that allowed the P/C ratios for the post-filtered energy spectra to be maximised.

N10-6: Diffusion Length of Rn-222 in Home-Stored CDs/DVDs —Influence on Rn-222 and Rn-220
Measurement
L S. Dimitrova', S. B. Georgiev', D. S. Pressyanov', K. K. Mitev!, T. A. Boshkova', P. L. Vassileva®

!Sofia University, Faculty of Physics, Sofia, Bulgaria
’National Center of Radiobiology and Radiation Protection, Sofia, Bulgaria

The CDs/DVDs stored indoors could serve as retrospective Rn-222 (radon) and Rn-222 (thoron) detectors. In the CD-method the
disks are used as track-etch detectors of alpha-particles. The tracks at depths greater than 75 pm below the disk surface are only
due to radon that has diffused inside the material of the disks and can be used to measure radon. Because of its short half-life
(55s), thoron does not diffuse in the disk volume, but can be measured using the track density in the interval 64 — 70 pm below
the disk surface, after a correction for the absorbed radon is made. This work studies the diffusion length of Rn-222 (average
distance traveled by the atoms before they decay) in disks exposed in dwellings, which has influence on: 1) the calibration factor
used in measurements of radon and 2) the detection limit and the estimate for the activity concentration of thoron in
measurements by CDs/DVDs. The study is carried out with disks collected from dwellings and employs the in-depth decrease of
the track density inside the disks to determine the effective diffusion length a posteriori (i.e. after the exposure in the dwellings).
The observed values range from 45.4 £ 2.0 um to 74.3 + 1.8 um. The results are commented in view of their influence on the
measurement of Rn-222 and Rn-220. Examples from the analysis of 62 disks collected from homes in an area with high natural
radioactivity in Bulgaria are presented.

This work was supported by the European Atomic Energy Community's Seventh Framework Programme (FP7/2007-2011) under grant
agreement Nr. 249689. The authors are grateful to Mr. D. Dimitrov for the help in disk processing.

N10-8: Module Architecture and Slow Control System of the FARCOS Telescopes
A. Castoldi'?, C. Guazzoni'?, T. Parsani?, D. L. Romeri', C. Boiano®, G. Cardella®, G. Sacca®, L. Acosta*®, C. Serrano-Baza®

!DEIB, Politecnico di Milano, Milano, Ttaly

?Sezione di Milano, INFN, Milano, Ttaly

3Sezione di Catania, INFN, Catania, Italy

*Instituto de Fi;'ssica, Universidad Nacional Auti;snoma de Mi; Ysxico, Cd. Mx., Mexico

SEscuela Superior de Ingenierda MecAnica y EIACctrica ESIME, Instituto PolitA©@cnico Nacional, Unidad CulhuacAn,
CulhuacA;n, Mexico

FARCOS (Femtoscope ARray for Correlation and Spectroscopy) is a novel modular detection system featuring high angular and
energy resolution able to reconstruct the particle's momentum at high precision and capable of performing correlation
measurements of LCPs and of LCPS and IMFs. The final system will be composed of 20 telescopes and the first prototypes will
be ready to take data starting from 2017. A key point toward modularity and transportability is the module architecture together
with its slow control. Each telescope features an active area of 6.4i;,%:6.4 cm’ and is composed of three detection stages: two
silicon layers of DSSSDs acting as ?E stages and a calorimeter made of CsI(T1) scintillators readout by a photodiode. A custom
designed Kapton cable connects each face of each DSSSD to a custom board housing the frontend ASICs (2 ;% 16 channel per
side), the line-drivers and the slow control components. 4 of these boards are needed for each telescope and they form also the
mechanical walls of the telescope. The local slow control is based on the microcontroller housed on the patch panel and performs
the following monitoring and control functions: i) monitor ASIC and board temperature, ii) provides input test signals according
to a given pattern for system calibration, iii) sets all the ASIC control bits. An 18 bits word is used for the slow control. All slow
control bits are opto-coupled to prevent pick-ups from the digital section. A master microcontroller inside the vacuum chamber
and communicating via IEEE 485 to the host PC oversees the slow control system.

This work has been supported by INFN in the framework of the NEWCHIM experiment

N10-9: A CMOS Frontend for CsI(Tl) Scintillators Readout by Photodiodes for Nuclear Physics Experiments
A. Castoldi'?, C. Guazzoni'?, T. Parsani'”

!DEIB, Politecnico di Milano, Milano, Ttaly

2Sezione di Milano, INFN, Milano, Italy

In the framework of the development of the fARCOS (Femtoscopy Array for Correlation and Spectroscopy) telescopes, we
developed a CMOS frontend in C35B4C3 AMS technology for the readout of the photodiode current in CsI(T1)-based
calorimeters. The preamplifier features a continuous-reset feedback and an input PMOS transistor. The designed input dynamic



range is 90 MeV Silicon equivalent. The compensation capacitor at the gain node guarantees adequate GBWPs without shape
distortion and a phase margin greater than 60°. The measured integral-non-linearity over the whole dynamic range is below 0.4%.
The preamplifer (intrinsic) rise-time (20% - 80%) is of the order of 10 ns over the entire dynamic range and keeps below 70ns
when coupled with the photodiode. The presentation will focus on the design of the charge preamplifier and on the results of the
qualification of the circuit standalone and coupled with one of the FARCOS CsI(Tl) scintillator + photodiode assemblies.

This work has been supported by INFN in the framework of the NEWCHIM experiment.

N10-10: Radioprotection Study for Radioisotope Production with a Laser-Based Proton Accelerator
P. Bellido'?, M. Seimetz', R. Lera®, A. Ruiz-de la Cruz®, M. Galan®, F. Sanchez?, J. M. Benlloch? L. Roso'

!Centro de Laseres Pulsados (CLPU), Salamanca, Spain
*Institute for Instrumentation in Molecular Imaging (I3M), Valencia, Spain
*Proton Laser Applications S.L., Barcelona, Spain

One of the most nearby applications of laser-based particle accelerators is the on-site production of radioisotopes. Laser-
accelerated protons would be used as projectiles to induce nuclear reactions in the suitable target, similar to present cyclotron
facilities.

Our group has studied in detail the different sources of radiological risk associated to a proposed, realistic production scenario. It
comprises two parts. First, the laser-target interaction is considered, that involves the proton generation and the accompanying,
mutli-MeV electrons. Then the laser-accelerated protons are guided to the secondary target to induce the specific nuclear
reaction. An analytic-quantitative estimation of equivalent dose has been calculated. We have selected a set of different, broad
electron spectra following a Boltzmann distribution for energies from 0.5 MeV to 20 MeV. The total number of electrons is

10" per shot. The scenario of radioisotope production requires 30 minutes of irradiation at 100 Hz repetition rate. In addition, a
Montecarlo simulation has been performed simulating the same scenario in order to obtain a 3D dosimetric map of the system
surrounding areas. The deposited dose due to the radiation activity of the radioisotope has been calculated analytically for the
nuclear reaction ''B(p,n)''C assuming an activity growing linearly up to 0.5 GBq during the irradiation time. This process will
generate a total number of neutrons around 10'* which dosimetric impact has been adressed in a separate simulation. The results
show that an equivalent dose of several mSv could be accumulated at one meter of distance during the irradiation period.
Moreover, fast neutrons have to be stopped due to their large range in air and the high dose deposition due to the slow neutrons
interactions have to been taken into account as well. Our study underlines the importance of radiation protection actions under
these dosimetric conditions.

N10-11: Directional Reconstruction of Reactor Antineutrinos via Electron Scattering in Gd-Doped Water
Cherenkov Detectors
D. Hellfeld', S. Dazeley2, A. Bernstein?, C. Marianno®

! Department of Nuclear Engineering, University of California, Berkeley, Berkeley, CA, USA
’Lawrence Livermore National Laboratory, Livermore, CA, USA
*Department of Nuclear Engineering, Texas A&M Univeristy, College Station, TX, USA

Gadolinium-doped water Cherenkov antineutrino detectors at the kiloton and megaton scale are being considered for long-range
remote monitoring of nuclear reactors. With such large sensitive radii, directional sensitivity in these detectors can be utilized to
suppress backgrounds from multiple nearby reactors or possibly enable clandestine reactor search capabilities. We investigate the
potential of the antineutrino-electron scattering interaction to reconstruct the direction of the incident nuclear reactor antineutrino
flux. Signal and background were estimated assuming a 13 km standoff from a 3.758 GWt light water nuclear reactor and
detector response was modeled using a Geant4-based simulation package. The directional sensitivity was analyzed as a function
of water-borne radon contamination, detector depth, and detector size. We present the experimental conditions required for 3s
significance.
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N11-1: In-Situ Diagnostics of Melting/Solidification and Segregation During Growth of Scintillator Crystals by
Energy-Resolved Neutron Imaging

A. S. Tremsin', D. Perrodin?, E. D. Bourret-Courchesne?, G. A. BizarriZ, S. C. Vogel3 ,A.S. Losko'?, T. Shinohara®, J. J. Derby5
!Space Sciences Laboratory, University of California at Berkeley, Berkeley, USA

’Lawrence Berkeley National Laboratory, Berkeley, USA

3Los Alamos National Laboratory, Los Alamos, USA

“Japan Atomic Energy Agency, Naka-gun Ibaraki, Japan

S University of Minnesota, Minneapolis, USA



Recent progress in high resolution energy-resolved neutron imaging provides unique possibilities to perform in-situ diagnostics
of process parameters, which currently can be measured only indirectly (e.g. temperature, elemental composition and phase
within the sample volume). Growth of gamma and neutron scintillator crystals can be optimized if parameters such as the shape
of the solid/liquid interface or local dopant concentrations can be obtained in quasi-real time (in minutes or faster, since the
crystal growth processes are typically very slow). This paper demonstrates the possibility to study in-situ the elemental
distribution, shape and location of liquid/solid interface and structural defects in BaBrCl:Eu and Cs2LiLaBr6:Ce scintillator
crystals grown by the Bridgman process. These compounds were chosen to represent two classes of halide materials currently
under development for production as large crystals. The dopant concentration of the europium activator within a BaBrCl:Eu
(0.5% and 5% nominal doping concentrations per mole) scintillator as well as elemental distribution within Cs2LaLiBr6:Ce
crystal are mapped with sub- mm spatial resolution during crystal growth and cooling process. The strong tendency of the Eu
dopant to segregate at the solid/liquid interface is observed in situ. Furthermore it is demonstrated that the Eu dopant distribution
can be accurately quantified for low (0.5%) and moderate (5%) concentration levels in ~12 mm-thick samples. This new
measurement technique enables optimization of growth parameters, such as thermal profile, growth and cooling rates and others.
The finite element modeling of thermal profiles with feedback parameters measured in-situ can lead to a substantial improvement
of resulting crystal quality and yield.

N11-2: Direct Interpretation of Bridgman Growth of Scintillator Crystals via Finite-Element Modeling and
Neutron Imaging

J. H. Peterson', C. Zhang', Y. Wu'!, A. S. Tremsin?, D. Perrodin®, G. A. Bizarri’, E. D. Bourret’, A. S. Losko®, S. Vogel*,

M. Bourke?, . J. Derby1

! Chemical Engineering and Materials Science, University of Minnesota, Minneapolis, MN, USA
Space Sciences Laboratory, University of California, Berkeley, CA, USA

Lawrence Berkeley National Laboratory, Berkeley, CA, USA

“Los Alamos National Laboratory, Los Alamos, NM, USA

For nearly a century, Bridgman crystal growth has been carried out in the dark. To be more precise, since the pioneering work of
Bridgman in 1925, there have been no direct methods to observe what transpires within refractory crucibles that are moved
through high-temperature furnaces during vertical Bridgman crystal growth. Indeed, we have only been able to infer the
conditions of phase change and crystal growth indirectly, by measurement of discrete temperatures during a growth run, by
observation of quenched interfaces after aborted runs, or via determination compositional profiles in the grown crystal. This latter
approach has yielded particularly valuable understanding when interpreted in the context of crystal growth models and
segregation theory. Even so, there has thus far been no means to directly validate the predictions of growth conditions provided
by today’s sophisticated computational models.

In companion research presented at this conference, Tremsin et al. discuss groundbreaking experiments that employ spallation
neutrons to visualize, in situ, the compositional field that is developed during the growth of a mixed halide scintillator crystal via
the Bridgman method. These measurements provide, for the very first time, a direct observation of melt crystal growth within a
system large enough to be characteristic of an industrially relevant process. In this presentation, we apply finite element models
to predict the macroscopic transport of heat, mass, and momentum along with phase-change phenomena in the crystal growth
system employed in these neutron imaging experiments. Not only do the experimental observations serve to validate the
modeling results, but, more importantly, the model provides a rigorous framework in which to understand the mechanisms that
are responsible for the complicated evolution of interface shape and dopant distribution observed in the growth experiment.

Supported by U.S. DOE/NNSA DE-NA0002514 and U.S. DOE/NNSA/DNN R\&D (LBNL subcontract AC0205CH11231); no official
endorsement should be inferred.

N11-3: Impact of Post-Growth Temperature Treatment on the Triple Doped Nal: Tl, Eu and Ca Scintillation
Properties
L. Khodyuk, D. Perrodin, E. Bourret, G. Bizarri

Lawrence Berkeley National Laboratory, Berkeley, CA, USA

Co-doped Nal:Tl, Eu and Ca (Nal: TEC - 0.1% mole TI, 0.1% mole Eu and 0.2% mole Ca) is a promising alternative to existing
low cost scintillation materials like Nal:Tl, CsI: Tl or Csl:Na in applications where better energy resolution and higher light
output are important. We have previously shown that Nal: TEC exhibits greatly improved performance in comparison to that of a
standard Nal (energy resolution below 5.0% at 662 keV and light output above 52,000 ph/MeV [1]). In this presentation, we will
discuss the impact of post-growth annealing processes on Nal: TEC scintillation properties and how it relates to its performance.
After annealing, a change in the x-ray excited emission spectrum is observed with the maximum of the emission band shifting
from 470 nm to 450 nm. This shift is connected with the perturbation and/or rearrangement of Eu/defects clusters in the Nal
lattice. From the literature [2], the 450 nm emission is attributed to the presence of Eu2+-NaVac complexes while the 470 nm



emission to that of Eu2+/(OH- or O2-) clusters. The spectral shift is paralleled to an improvement of the energy resolution and a
degradation of the light output. This in time is followed by a slow process that tends to partly restore the initial state of the
material. After more than 60 hours, a stable state is reached with constant light output and energy resolution. Crystals with initial
“poor” performance benefit significantly from the treatment (improvement of about 10% in energy resolution and better
luminosity) due to a probable homogenization of clusters and emitting centers throughout the materials. Our best as-grown
materials, already uniform in distribution, didn’t benefit as strongly from the treatment. This post-growth annealing process, and
it potential to the control of the uniformity of the cluster and emitting center distribution, has the prospective to maximize the
performance of large size crystals where non-uniformity is an important degradation mechanism.

This work was supported by the US Department of Homeland Security/ DNDO and the US Department of Energy/NNSA/DNN R&D and carried
out at Lawrence Berkeley National Laboratory under Contract no. AC02-05CH11231. This work does not constitute an express or implied
endorsement on the part of the government.

[1] Khodyuk et al. Journal of Applied Physics 118, 084901 (2015) [2] Shiran et al. Journal of Luminescence 164, 64-68 (2015)

N11-4: High Throughput Growth of Scintillators by the EFG Method
G. D. Calvert!, S. E. Swider?, M. R. Overholt, R. S. Feigelson1

!Gebelle Labarotory, Stanford University, Stanford, CA, USA
2 CapeSym, Inc., Natick, MA, USA

New scintillators such as SrI2(Eu) and Cs26LiYCl6(Ce) (CLYC) offer improvements in nuclear detection, such as high-
resolution gamma and dual-mode gamma-neutron detection, respectively. However, the high production cost and low throughput
of the incumbent Bridgman method of crystal growth has restricted the availability of these materials, and impeded their adoption
into mainstream detection technologies. Precursor and handling costs may be improved through scaling, but with the Bridgman
technique, throughput becomes constricted by growth rates of less than 1 millimeter per hour. With edge-defined film-fed growth
(EFQG), crystals may be grown more rapidly. In this approach, crystal solidification proceeds from a free surface, which removes
the possibility of defect formation at the ampoule wall. The lower density of surface defects in EFG-grown material allows the
crystal to sustain higher levels of stress without cracking, as compared to the Bridgman method. High quality SrI2(Eu) crystals
have been grown by EFG at rates 10 times faster than Bridgman-grown crystals. EFG also allows for near-net shape growth of
cuboids that match the area of solid-state photomultiplier pads. We will share our latest results of EFG growth of SrI2(Eu) and
CLYC. We will complement our discussion with 3D conjugate thermal models of the apparatus, and simulations of the stress
fields in the growing crystals.

This work was supported by the U.S. Department of Homeland Security, Domestic Nuclear Detection Office, under the competitively awarded
contract HSHQDC-15-C-B0040. This support does not constitute an express or implied endorsement on the part of the government.

N11-5: Bulk Crystal Growth and Scintillation Properties of 2 Inch Ce:La-GPS Single Crystal
A. Yoshikawa'>, Y. Shoji1’3, S. Kurosawa?, K. Kamada?, R. Murakami’, T. Horiai!, M. Yoshino'?, Y. Yokota?, Y. Ohashi’,
M. Arakawa?, M. Nikl*, V. V. Vladimir V.Kochurikhin®®

]IMR, Tohoku University, Sendai, Japan
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SGeneral Physics Institute, Moscow, Russia

Ce-doped (La,Gd)2Si205 (La-GPS) crystals have high temperature stability of light output and FWHM energy resolution in the
range from 0°C to 100-150°C. Acceptable thermal stability of the luminescence was also demonstrated at temperatures up to
200°C. Similarly, high thermal stability of this material synthesized in poly-crystalline form was noticed for the same
temperature range. This property is very important for natural resource survey instruments and other radiation detection devices
operated at elevated temperatures. In this study, we report the bulk crystal growth of 2inch size single crystals of Ce:La-GPS. The
composition of the host material was approximately equal to La0.5Gd1.5Si207 and the concentration of the Ce3+-activator was
either 0.5 or 1.5 at.% with respect to the total content of the rare-earths forming the host crystal matrix. Effects of the hot zone
construction including inductive coil position, presence/absence of the after-heater, rotation rate and other growth parameters on
the crystal quality are discussed in some details. The crystals produced in optimized conditions were colorless, transparent,
uniform in their shape, crack- and inclusions-free, and demonstrated smooth glass-like surface (What are the black points visible
on the surfaces of several of the crystals). The length of the crystals’ cylindrically-shaped body parts exceed 100 mm. The growth
results were well reproducible. It is found that the light yield of grown Ce :La-GPS is around 40,000 ph./MeV at room
temparature and 35,000 ph./MeV at 150 oC.



This work is partially supported by Adaptable & Seamless Technology Transfer Program through Target-driven R & D (A- STEP), JST,
Development of Systems and Technology for Advanced Measurement and Analysis, Japan Science and Technology Agency (JST) and New
Energy and Industrial Technology Development Organization (NEDO).

N11-6: Directionally Solidified Ce Doped La(Br,C1)3/AE(Br,Cl)2 (AE=Mg, Ca, Sr) Eutectic Scintillator for
High Resolution Radiation Imaging.
K. Kamada'?, H. Chiba®, Y. Shoji2’3, S. Kurosawa', Y. Yokota', Y. Ohashi’, A. Yoshikawa'?>

]NICHe, Tohoku University, Sendai, Japan
2C&A corp., Sendai, Japan
31MR, Tohoku University, Sendai, Japan

Recently submicron-diameter phase-separated scintillator fibers (PSSFs) were reported and they possessed both the properties of
an optical fiber and a radiation-to-light conversion. The PSSFs were fabricated using a directionally solidified eutectic (DSE)
system. The DSE systems have been discovered in various materials for many applications. Up to now, CsI/NaCl and
GdAIO3/A1203 have been already reported as PSSFs for high resolution X-ray imaging application. Ce:LaBr3 has attracted
attention due to its high light yield of 61000photons/MeV and fast decay time of 25 ns with enough density of 5.1 g/cm3 for x-
ray and g-ray detection. In this research, exploration of PSSFs by directional crystal growth method will be reported. In this
study, Ce doped LaBr3/CaBr2 eutectics were explored. Crystal growth was performed by Bridgeman (BZ) method at the eutectic
point. Investigations of their crystal structure and eutectic phase were performed. Luminescence and scintillation properties were
also evaluated. Ce doped LaCl3/MgCl12, LaCl3/CaCl2, and LaBr3/CaBr2 eutectics were grown by the BZ method in a quartz
ampoule with 8mm inner diameter. Mixed powders were induced into the ampoule under high purity Ar atmosphere in a glove
box. Growth rate was 0.3 mm/min. Circular samples with 1-mm thickness were obtained from the grown crystal. The eutectic
showed well aligned eutectic structure with around 5 mm diameter Ce:La(Ce,Br)3 fibers and optically transparent like bundled
optical fibers. Grown Ce doped eutectics showed 350-360 nm emission ascribed to Ce3+ 4f-5d transition under X-ray
excitation.Details on phase diagram, eutectic structure, scintillation properties and X-ray imaging result will be are showed in my
presentation.

N11-7: High Granularity Scintillating Fibre Trackers Based on Silicon Photomultiplier
A. Papal, F. Barchetti', M. Hildebrandt!, G. Rutar', E. Ripicciniz, D. Grigoriev3, Y. Yudin®

'Paul Scherrer Institute, 5232, Villigen, Switzerland
2CERN, 1211,Geneve, Switzerland
3Novosibirsk State University, 630090, Novosibirsk, Russia

Scintillating fibre detectors have already been realized in the past but the advent of Silicon Photomultipliers (MPPC) as
photosensors and their coupling to thinner and thinner scintillating fibers opens a new era for such devices with dramatically
improved performances and new challenges. Scintillating fibers coupled to MPPCs provide flexible, fast and high granularity
detectors which are able to work in magnetic field and a high rate environment. We will report about the performances obtained
with several detector prototypes (single and multi-layer array) based on 250 um BCF12 multi-clad square scintillating fibers
coupled to Hamamatsu MPPC S13360-1350C.

The aim of this work is to provide a tracker detecting minimum ionizing particles (m.i.p.) with a minimal amount of material
(equivalent to a detector thickness below 0.4 % of radiation length X_0) with full detection efficiency, timing resolutions below 1
ns and spatial resolutiona below 100 pm.

While expertise on scintillating fibers and MPPC has been around for a while the above demands put such a device at the detector
frontiers. Current measurements show very promising results: a very high detection efficiency for m.i.p. with a single fiber layer
(= 95%), and a full efficiency for multilayer configurations (= 99%); timing resolutions of the order of 500 ps (multilayer
configuration); optical cross-talk between fibers at a negligible level (< 1%), for which spatial resolutions < 50 um are foreseen
(multilayer configuration).

A comparison between the detector performances for m.i.p. and highly ionizing particle will be also given, showing the
possibility of particle identification based on the large difference of the energy deposit on the scintillator by the two particles. We
will show that this technology has the potential as a beam diagnostic tool at high beam intensity, providing beam profiles and
rates in a single shot and appears to be a good candidate for a quasi-non-invasive monitoring device.
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N. Flaschel

ATLAS, DESY, Hamburg, Hamburg



In many high-energy experiments, the silicon sensors will need to be kept at very low temperatures. The main goals of cooling
are to keep the leakage current low, to avoid thermal run-away as well as uncontrolled annealing of defects due to radiation
damage in the sensors. This project aims at testing a method to reduce material and space needed for the cooling system. Micro-
channels etched into silicon are a very promising alternative to the current cooling strategy based on the use of bigger cooling
pipes. DESY, in collaboration with IMB-CNM Barcelona, is investigating this method in a generic R&D project.

A prototype micro-channel layout has been designed, produced and tested in collaboration with CNM. The micro-channels are
etched into silicon using Deep-Reactive Ion Etching and are further fabricated using anodic and eutectic bonding. The samples
have been implemented into a setup containing a Hydrofluoroether mono-phase coolant. To heat the samples, heaters matching
the size of the sample surface were used. The temperature was measured using Pt100 temperature sensors for precise local
measurements and an infrared camera to know more about the temperature distribution. To take effects of the ambient air into
account, the tests were carried out in air and in vacuum and at a broad bandwidth of temperatures. At the same time the micro-
channels were simulated regarding the flow and the thermal properties.

N12-2: The SiD Detector for the International Linear Collider
R. Lipton
Fermi National Accelerator Lab., Batavia, IL, USA

On behalf of the The SiD Consortium

The SiD Detector for the future International Linear Collider will deliver superb performance for high precision Higgs and Top
measurements, and will have excellent sensitivity to a wide range of possible new phenomena. SiD features a compact, cost-
constrained design, with a robust silicon vertex and tracking system, which, combined with a 5 Tesla central solenoidal field,
provides excellent momentum resolution. The highly granular calorimeter system is optimized for Particle Flow application to
achieve very good jet energy resolution over a wide range of energies. Details of the proposed implementation of the SiD
subsystems, as driven by the physics requirements, together with recent changes to the overall design and assembly procedures,
will be given. Integration with the accelerator, the push-pull mechanism, and the assembly logistics at the Kitakami site will be
described, with an estimated timeline for construction in relation to the overall ILC Project.

N12-3: The Timepix3 Telescope and Sensor Development for the LHCb VELO Upgrade
P. Collins

CERN, Geneva, Switzerland
On behalf of the LHCb

The Vertex Locator (VELO) is the silicon detector surrounding the interaction region of the LHCb experiment. At the LHCb
upgrade, planned for the LHC Long Shutdown 2, the VELO detector will be upgraded to a pixel system designed to withstand a
radiation dose up to 370 MRad or $8\times 10" {15} $ 1 MeV n$_{eq}$ $cm™{-2}. An additional challenge is the non uniform
nature of the radiation damage, which results in requiring a guard ring design with excellent high voltage control.

The Timepix3 telescope is a high rate, data driven beam telescope created to study the performance of sensor prototypes for the
VELO upgrade, and is also able to integrate external triggers in order to qualify other detector technologies. The telescope was
installed in the SPS North hall at CERN, profiting from beam time provided by the AIDA2020 program.

The telescope consists of 8 planes with 300 um p-on-n silicon sensors read out by Timepix3 ASICs. Tracks measured with the
telescope have excellent temporal (~1 ns) and spatial resolution (~2 um). The telescope has been operated with a rate of tracks
written to disk up to 5 MHz - limited only by conditions at the SPS; we expect a rate capability up to approximately 30
Mtracks/s. At the center, where the spatial resolution is best, a central stage is provided which allows cooling and precise
rotations and translations.

Sensors for the VELO upgrade have been produced with a variety of designs, including both $n$ and $p$-type, various guard
ring designs and thicknesses, and from two vendors. The sensors have been irradiated to full fluence with both uniform neutron
fluence and non uniform proton fluence, and tested with high energy particles at the CERN SPS. In addition the testbeam time
precision has allowed detailed studies of timewalk in the various pixel designs.

The performance of the telescope and the software framework will be presented along with the latest results from sensor

prototyping.

N12-4: FE65-P2: a Prototype Pixel Readout Chip in 65nm Technology for HL-LHC Upgrades

R. Carneyl, M. Garcia—Sciveresl, D. Gnanil, C. A. Gottardoz, T. Heiml, T. Hemperekz, L. Kashif3, H. Kriigerz, A. Mekkaouil,
V. Wallangen'

'Lawrence Berkeley National Lab, Berkeley, CA, USA

2University of Bonn, Bonn, Germany
3University of Wisconsin-Madison, Madison, WI, USA



We present results of the FE65-P2 pixel readout test chip. This is a 64 by 64 pixel matrix on 50 um by 50 um pitch, produced in
65nm CMOS technology at the end of 2015. FE65-P2 was designed to demonstrate small pixel performance and stable operation
down to 500 electron threshold even with the front end pixel amplifiers embedded in a synthesized logic environment. A layout
scheme dubbed "analog islands in a digital sea" was implemented, where each set of four analog front ends (analog quad) is fully
surrounded by synthesized logic, which is not a step and repeat layout, leading to a slightly different environment around each
analog quad. A comprehensive substrate isolation strategy was used to achieve the required low stable threshold and excellent
uniformity. FE65-P2 chips are being bump bonded to miniature matching sensors to allow full module performance studies. Test
results will be presented including irradiation and beam tests. This work is carried out in the context of the RD53 collaboration,
which is developing the pixel readout technology to cope with the high rate and radiation together with low noise and low power
requirements for the High Luminosity LHC upgrades of the ATLAS and CMS experiments. The FE65-P2 results inform the
ongoing design of a large format (400 by 192 pixels) demonstrator readout chip to be produced by RD53 in early 2017.

N12-5: The Phase-1 Upgrade of the CMS Pixel Detector
H. Weber

Fermi National Lab, Chicago, USA
On behalf of the CMS Collaboration

The innermost layers of the CMS tracker are built out of pixel detectors arranged in three barrel layers (BPIX) and two forward
disks in each endcap (FPIX). The original CMS detector was designed for the nominal instantaneous LHC luminosity of 1 x
10734 cm”™-2 s”-1. Under the conditions expected in the coming years, which will see an increase of a factor two of the
instantaneous luminosity, the CMS pixel detector will see a dynamic inefficiency caused by data losses due to buffer overflows.
For this reason the CMS Collaboration has been building a replacement pixel detector which is scheduled for installation in an
extended end of year shutdown during Winter 2016/2017. The Phase I upgrade of the CMS pixel detector will operate at full
efficiency at an instantaneous luminosity of 1 x 10734 cm”-2 s”-1 with increased detector acceptance and additional redundancy
for the tracking, while at the same time reducing the material budget. These goals are achieved using a new readout chip and
modified powering and readout schemes, one additional tracking layer both in the barrel and in the disks, and new detector
supports including a CO2 based evaporative cooling system, that contribute to the reduction of the material in the tracking
volume. This contribution will review the design and technological choices of the Phase I detector, and discuss the status of the
construction of the detector and the performance of its components as measured in system tests. The focus will be set on the on-
and off-detector electronics, reviewing the complete readout chain: beginning with the modules, the on-detector service
electronics and power regulators, up to the frontend readout electronic boards. The discussion will include both dedicated studies
of each component as well as tests of the full system readout. The detailed testing results, and the challenges encountered during
the assembly will also be discussed.

N12-6: Module and Electronics Developments for the ATLAS ITK Pixel System
C. Nellist

LAL-Orsay, Paris, France
On behalf of the ATLAS Collaboration

ATLAS is preparing for an extensive modification of its detector in the course of the planned HL-LHC accelerator upgrade
around 2025 which includes a replacement of the entire tracking system by an all-silicon detector (Inner Tracker, ITk). The five
innermost layers of ITk will comprise of a pixel detector built of new sensor and readout electronics technologies to improve the
tracking performance and cope with the severe HL-LHC environment in terms of occupancy and radiation. The total area of the
new pixel system could measure up to 14 m”*2, depending on the final layout choice that is expected to take place in early 2017.
An intense R&D activity is taking place in the field of planar, 3D, CMOS sensors to identify the optimal technology for the
different pixel layers. In parallel various sensor-chip interconnection options are explored to identify reliable technologies when
employing 100-150 i 'm thin chips. While the new read-out chip is being developed by the RD53 Collaboration, the pixel off
detector read-out electronics will be implemented in the framework of the general ATLAS trigger and DAQ system. Simulations
indicate that a readout speed of up to 5 Gb/s per data link (FE-chip) is necessary in the innermost layers going down to 640 Mb/s
for the outermost. Because of the very high radiation level inside the detector, the first part of transmission has to be implemented
electrically with signals to be converted for optical transmission at larger radii. Extensive tests are being carried out to prove the
feasibility of implementing serial powering chosen as the baseline for the ITK pixel system, given the reduced material in the
servicing cables foreseen for this option.

N12-7: The Upgrade of the ALICE Inner Tracking System with the Monolithic Active Pixel Sensor ALPIDE
M. Mager

CERN, Geneva, Switzerland

On behalf of the ALICE Collaboration



The ALICE experiment at CERN LHC schedules a major upgrade of its apparatus for the long shutdown 2 of LHC in 2019/20.
One of its pillars is the replacement of the inner tracking system by a detector entirely made of Monolithic Active Pixel Sensors
fabricated in the 0.18um TowerJazz process. It will comprise seven concentric layers around the beam pipe at radii from 2.2 to
40cm and of lengths between 29 and 150cm, covering an ?-range (90% most-luminous) of +1.22, making a total active area of
10m? covered by 24,000 chips with 500k channels each. Its material budget is as low as X/X=0.3% for the innermost three
layers to limit the multiple scattering and to improve momentum and position resolutions especially for low-momentum tracks.
It will be the first application of this technology at the LHC and only became feasible after an intensive R&D program that led to
the design of a new chip, the tALPIDEy, that pushes power consumption (< 35mW/cm?), radiation tolerance (NIEL:

>1.7x10" 1MeV Neg/ em?, TID: >300krad), and integration/readout time (<10ps) to unprecedented values. Its latest full-scale
prototype, «pALPIDE-3», includes all functionalities and has been thoroughly characterized at several institutes and test beam
campaigns. It is now being integrated into larger detector building blocks.

This contribution summarizes the state of the key detector building blocks (mechanics, sensor, readout) and details results on the
performance of the sensor as a standalone circuit as well as integrated into detector modules.

N12-8: Characterization and Beam Test of the First Full-Sized DEPFET Modules for the Belle II Pixel
Detector PXD
B. Paschen

University of Bonn, Bonn, Germany
On behalf of the DEPFET Collaboration

The DEPFET collaboration is building a highly granular, ultra-transparent active pixel detector for high-performance vertex
reconstruction at the Belle II experiment, KEK, Japan. A complete detector system is being developed, including solutions for
ultra-thin sensors and their mechanical support, r/o ASICs, cooling, services, and a DAQ system capable of handling the huge
amount of data coming from the pixel detector. The first production grade sensors have been finalized recently and modules with
the latest set of read-out and steering ASICs have been assembled. The modules were extensively tested in the lab and two
modules, one for each layer of the PXD detector, have been placed into an electron test beam at DESY. Together with the four
double-sided strip detector layers of the SVD, the system under test was effectively a sector of the final vertex detector VXD of
Belle II. This paper will focus on the lessons learned during the construction of the DEPFET pixel detector modules and present
the test results obtained in the lab and in particular the performance of the system in a test beam environment.
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N13-1: Fast Neutron Detectors Based on Solid-State Single Crystalline and Multilayer Composite Scintillators
V.D. Ryzhikovl, S. V. Naydenovz, G. M. Onyshchenkol, L. A. Piven!, T. Pochet’, C. F. Smith*

!Institute for Scintillation Materials, Kharkov, Ukraine

’Dept. Nonlinear Optic Crystals, Institute for Single Crystals, Kharkov, Ukraine
3DETEC—Eur0pe, Vannes, France

“Naval Postgraduate School, Monterey, USA

We report on the development and analysis of two types of fast neutron and neutron-gamma detection media: (1) large volume
inorganic oxide crystalline scintillators; and (2) large-area multilayer composite structures consisting of dispersed granules of
small-crystalline scintillators contained in a transparent plastic matrix. The first type is based on solid-state single crystal ?WO,
BGO and ZWO scintillators of large size (diameter 30-50 mm, length up to 100 mm). For these large crystals, we have
experimentally confirmed previous results demonstrating very high efficiency for fast neutron detection (up to 50%), which were
obtained earlier on small-sized samples of smaller (10-12 cm3) volume. Such larger-size scintillators are needed in order to
increase detector sensitivity for the detection of very small quantities of neutron-emitting radioactive materials. To evaluate the
possibility of suppressing the accompanying gamma-radiation when using these high-sensitivity neutron detectors, we have
developed a spectrometric “windows” method for detection of fast neutrons against the background of intense gamma-radiation.
In our subsequent search for new efficient and cost effective solid-state neutron detectors, we have developed and studied the
second type of detection media: large area multi-layer composite detectors (named ZEBRA). We measured the sensitivity of a
40x100x100 mm multilayer ZEBRA detector (with a total thickness 40 mm, and a scintillator cross sectional layer of area 100
m2) comprised of dispersed GSO(Ce) and found it to be comparable to the normal sensitivity of a 3??-detector with an area of
4000 ?m2. The efficiency of ZEBRA detectors is not lower than 50%, i.e., approximately at the same level of detection achieved
by single crystal scintillators. The cost of such composite detectors is projected to be substantially lower than that of
neutron/gamma detectors based on conventional single crystals.

This research is supported by NATO's Emerging Security Challenges Division in the framework of the Science for Peace and Security
Programme (Project SfP-984605).



N13-2: Development of a High Counting Rate 3He Curved MWPC for Neutron Diffraction
B. Guerard, J.-C. Buffet, L. Chapon, J.-F. Clergeau, S. Cuccaro, A. Léandri, J. Marchal, G. Manzin, J. Pentenero, P. Van Esch, J.-
A. Rodriguez-Velamazan

ILL, Grenoble, France

The future XtremeD instrument, due to start operation at the ILL in 2019, will be equipped with a large area position sensitive
detector able to sustain a global counting rate of 2 MHz, and a local counting rate of 150 kHz/cm-2. A promising solution is to
use a curved 3He 2D-MWPC made of independent sectors, each one equipped with individual readout electronics. This paper
presents recent progress made in this way with a prototype of 14.4° H x 17.8° V based on a new concept of curved cathode. The
detector contains 96 horizontal curved Aluminum blades mounted with ceramic spacers at a pitch of 2.5 mm, corresponding to a
useful height of 24 cm. The horizontal coordinate is measured with 96 anode wires mounted vertically at a pitch of 2 mm;
ceramic combs are used to define the position of the anode wires with a precision better than 0.1 mm. The detector was tested
with an Am-Be neutron source and with either CF4 or Ar-CO2 added to 3He; Ar-CO2 shows a clear advantage in terms of
voltage operation compared to CF4, and our experience is that this gas is also more favourable concerning detector aging. For
both gases, 99% of the events give an average time delay between X and Y around 50 ns, indicating that the global counting rate
capability per module will be 1 MHz. The TOT (Time-Over-Threshold) distributions show an average dead time around 1 ps.
The average event multiplicity is 1.5 on the anodes and 4 on the cathodes. Combining the TOT average value together with the
multiplicity average values, the expected local counting rate is 100 kHz per cluster of 1.5 anode wires x 4 cathode strips; this
corresponds to 300 kHz/cm2. Preliminary results obtained with this prototype, and described in this paper, indicate that the
proposed design fulfils the XtremeD detector requirements.

N13-3: Performance of a Large Area MCP Neutron Detector System
R. A. Riedel!, W. B. Feller?, V. N. Sedov', X. Zhang1

"Oak Ridge National Lab, Oak Ridge, TN, USA
’NOVA Scientific Inc., Sturbridge, MA, USA

We report on the performance of a new large area (15cm x 15cm) MCP based neutron detector. The neutron detector is
comprised of a neutron sensitive MCP, a resistive plate anode and a delay line readout. The measurement electronics uses four
readout channels to measure the time delay between signals in each of two dimensions. We measure an efficiency of about 10%
for 4A neutrons with a resolution of better than 500um. Pin cushion or barrel artifacts are not visible in distortion measurements.

N13-4: Cold Neutron Beam Conditioning with New Stacked Assemblies of Gd-Doped Glass Micron-Capillary

Arrays for a Micron-Order Resolution Cold Neutron Microscope
H. Qiaol, C. Wan'!, E. M. Michael?, J. Lv?, S. Wang4, P. H. Jason>®, X. Zhangl‘2

School of Nuclear Science and Technology, Lanzhou University, Lanzhou, Gansu, china
’Nuclear Engineering Department, University of Tennessee, University of Tennessee, TN, USA
3School of Physics, Jilin Normal University, Siping, Jilin, China

*Institute of Nuclear Physics and Chemistry, CAEP, Mianyang, Sichuan, China

Oak Ridge, Oak Ridge National Laboratory, TN, USA

Non-destructive, high spatial resolution, post-irradiation, nuclear fuel examination techniques are highly desirable for
investigation of microstructure-level spent fuel properties in both the Chinese and American nuclear fuel R&D campaigns. One
particularly promising non-destructive nuclear fuel characterization technique is neutron radiography. However, for the current
neutron radiography system two difficulties remain: 1) the reduced image quality caused by the use of thick shielding layers
needed to mitigate the intense radiation emitted from used nuclear fuels, and 2) the limited spatial resolution of state-of-the-art
neutron detectors. The end result is that resolution only slightly better than 100 microns has been achieved to date for this
application. To overcome these difficulties, a next generation cold neutron microscope has been proposed and is under
development at Lanzhou University in collaboration with North Night Vision Ltd. Co., Tsinghua University, and the University
of Tennessee. This microscope is intended for use at the cold neutron beamline currently under construction at China’s Spallation
Neutron Source. It consists of three main components: a cold neutron beam collimator, cold neutron optics, and a micron-order
resolution cold neutron detector. The neutron collimator is essential because the available cold neutron beams worldwide cannot
fulfill the demands for realizing such a high resolution neutron imaging system due to their low L/D ratios. Our collimators are
made of gadolinium-doped glass capillary arrays. The capillary arrays are made of different-sized (10, 6, and 3 microns) and -
shaped (circular and square) capillaries, each with lengths of 0.6, 0.8, and 12 mm. With our new proposed stacking method of
Gd-doped glass capillary arrays, even finer (=1 micron) structural collimators can be made. Geant4 simulation results and
experimental validation of these results from measurements at ORNL’s High Flux Isotope Reactor are described.

This work is supported by the National Natural Science Foundation of China (Grant no. 11275087, 10875054, and 11475077) and the U.S.
Department of Energy, Office of Science, Office of Basic Energy Sciences, under Early Career Award no. DE-SC0010314.



N13-5: Neutron Imaging Detector Based on Multiple Layers of Boron-Coated Straws
J. L. Lacyl, M. Regmil, A. Athanasiades', C. S. Martin', G. J. Vazquez-Floresl, G. Ehlers?

]Proportional Technologies, Inc., Houston, TX, USA
2Oak Ridge National Laboratory, Oak Ridge, TN, USA

In previous projects funded by the DOE, Proportional Technologies, Inc. developed the basic design of a neutron imaging
detector, based on the boron-coated straw technology, aimed to replace 3He tubes in large-scale neutron science instruments.
Recent efforts have focused on automated production methods, including a critical 10B4C high volume sputter coating system,
and automated in-line straw tube production system, in order to dramatically increase production capacity and reduce cost. A
limited-scale prototype developed during Phase I of the project was operated successfully in the Cold Neutron Chopper
Spectrometer (CNCS) at the SNS (ORNL) over a period of 6 months, with for more than 2500 hours logging more than 200
million events. The prototype demonstrated longitudinal spatial resolution of 5.5 mm (FWHM), and good image uniformity (2%).
A 5-layer deep, fully operational, imaging panel has been completed recently. The panel was installed in the CNCS instrument,
and tested in real neutron scattering experiments. Results of detection efficiency over a range of neutron wavelengths, image
uniformity, and time-of-flight distribution are reported.

This work was supported by the U.S. Department of Energy (DOE), under SBIR Award No. DE- SC0009615.

N13-6: The Multi-Blade Boron-10-based Neutron Detector for High Intensity Neutron Reflectometry at ESS
F. Piscitelli!, M. Anastasopoulosl, T. Brysl, F. Chicken', E. Dian?, J. Fuzi’, R. Hall-Wilton"*, C. Héglundl’s, G. Kiss’, F. Messi®,
J. Orban®, P. Pazmandi®, L. Rosta®, S. Schmidt, D. Varga3, T. Zsiros>

]European Spallation Source ERIC, Lund, Sweden

’Hungarian Academy of Sciences Centre for Energy Research, Budapest, Hungary
Wigner Research Centre for Physics, Budapest, Hungary

*Mid-Sweden University, Sundsvall, Sweden

Thin Film Physics Division, Linkoping University, Linkoping, Sweden

SPhysics Department, Lund University, Lund, Sweden

The Multi-Blade is a Boron-10-based detector conceived to face the challenge of the counting rate capability arising from the
neutron reflectometry at the European Spallation Source (ESS). The current detector technology is reaching fundamental limits in
counting rate capability and position resolution. The problem with count rates is a general one, and the ESS solution could
potentially be applied to existing instruments at other neutron sources. The work on the Multi-Blade began in 2011 at the Institut
Laue-Langevin (ILL) where two technology prototypes were built and tested showing promising results. The European Union is
now sponsoring the Multi-Blade detector through the BrightnESS project that aims to realise detectors optimized for these high
rates. The Multi-Blade design has been improved and a new demonstrator has been built and tested within the collaboration of
ESS, Lund University and the Wigner Research Centre for Physics, Hungary. It has been shown that aside from the improvement
in counting rate capability, the Multi-Blade design also decreases the spatial resolution by about a factor three over state-of-the-
art helium-3-based reflectometer detectors. These and other results including the path ahead for this project will be presented.
The Multi-Blade design is one of the favored as a development path to be pursued for reflectometry at ESS.

N13-7: Tailoring the Coating Properties for Use in Boron-Based Neutron Detector Applications
C. Hoglund'?, S. Schmidt'?, J. Birch?, L. Hultman®, M. Imam'*, L. M. S. Margato®, H. Pedersen®, R. Hall-Wilton'*

! European Spallation Source ERIC, Lund, Sweden

Thin Film Physics Division, Linkoping University, Linkoping, Sweden
*Departamento de Fisica, Universidade de Coimbra, Coimbra, Portugal
4Department of Electronics, Mid-Sweden University, Sundsvall, Sweden

During the past few years, boron-10-based detectors were shown to be a competitive alternative to helium-3-containing neutron
detectors. Here, high quality coatings are essential, where the primary material choice is boron-10 enriched boron carbide. We
have previously reported these coatings to be long lasting, uniform in thickness, well adhering to aluminum substrates, and to
contain a high amount of boron-10. With an increased number of detector designs and the vision to miniaturize the neutron
detector technology, sets of new requirements have become important. We show that it is possible to tailor the growth parameters
and the coating properties to fulfill the increased variety of needs. For this we expand the deposition toolbox to contain not only
direct current but also high power impulse magnetron sputtering processes as well as high and low temperature chemical vapor
deposition processes. The coatings are characterized using state-of-the-art coating diagnostics and neutron scattering techniques.
Examples of solutions that are presented are how to lower deposition temperature for temperature sensitive substrates, how to
minimize residual stresses to avoid substrate bending and to improve the film-to-substrate adhesion, and how to deposit onto
previously unexplored substrate materials. Special focus is put into tailoring the surface resistivity, aiming to realize boron-10-
based resistive plate chambers for position sensitive neutron detectors with sub-millimeter resolution.



N13-8: Design and Testing of the Multi-Grid Boron-10 Demonstrator on the Time-of-Flight Spectrometer
CNCS

A. Khaplanovl, M. Anastasopoulosl, R. Bebb!, J. Birch?, T. Brysl, F. Chicken', J.-F. Clergeau3 , J.-C. Buffet’, G. Ehlers*,
P. Van Esch®, B. Guerard®, R. Hall-Wilton'”, I. Lopes-Higueral, L. Hultman?, C. Hoglundz, L Iruretagoienal, F. Issa!,
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4Spallation Neutron Source, Tennessee, USA

SMid-Sweden University, Sundsvall, Sweden

The Multi-Grid (MG) detector for thermal neutrons has been introduced at ILL and developed by a collaboration between ILL,
ESS and Linkoping University. It is aimed to provide a lower-cost alternative to the detectors based on the scarcely-available He-
3 for applications where a detector area of 10s of square meters is needed, in particular, time-of-flight neutron spectrometers at
the ESS. The MG utilises $\mu$m-layers of boron carbide enriched in B-10 as the neutron conversion medium, combined with
the wire proportional chamber gas readout. In order to validate this new detector technology for the use at the instruments of the
ESS, a demonstrator has been designed to operate in the Cold Neutron Chopper Spectrometer, CNCS at the SNS, ORNL. In this
demonstration, data will be collected in parallel with the He-3 detector array, allowing a direct comparison between the old and
the new technologies in terms of timing and position resolution, efficiency and background. This work is a part of a effort within
the BrightnESS project aimed to enhance the performance of detectors available for neutron scattering science and to widen the
available detector options.
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N14-1: The DSSC Detector for the European XFEL: Overview and Experimental Results on the Prototype
System

M. Porro

European X-Ray Free-Electron Laser Facility GmbH, Hamburg, Germany
On behalf of the DSSC Collaboration

Among the developments for the European XFEL, the DSSC will be the only 2D large-area high-speed detector able to achieve
single photon resolution even in the low energy range down to 0.25 keV. The camera is based on Si-sensors and is composed of
1024x1024 hexagonal pixels for an active area of 210x210 mm®. 256 ASICs provide full parallel readout, comprising analog
filtering, 8-bit digitization and data storage. The challenge of having high-dynamic range and single photon detection
simultaneously requires a non-linear system front-end. The first mega-pixel camera for the day-zero of the European XFEL
operation will be equipped with linear MiniSDD pixel arrays and the non-linear response for the dynamic range compression has
to be provided by the ASIC front-end. The DEPFET pixels foreseen for the advanced version of the camera provide signal
compression at the sensor level. All the electronics components are available and tested and the assembly of the first prototype
cameras based both on DEPFETSs and MiniSDDs has started. We will give an overview of the DSSC system with its main
components from the sensor to the DAQ electronics. In the past a noise down to 18 electrons rms. was achieved with the
DEPFETs, operating a small system demonstrator of 8 x 8 pixels at a speed of 1 MHz. A noise of about 50 electrons rms was
obtained with MiniSDDs under the same operating conditions. We will now present experimental results on both types of large
format sensors bump-bonded to the first full-format (64 x 64) readout ASICs, operating the full detector readout chain under
realistic experimental conditions. The imaging capability of the system prototype at 4.5 MHz with available sensors and the full-
format readout ASICs will be shown for the first time. Eventually, we will present the status of the fabrication of non-linear
DEPFET pixels produced for the first time in an industrial CMOS foundry. They will be used for the advanced version of the
mega-pixel camera.

This work is supported by the European X-Ray Free-Electron Laser Facility GmbH in the framework of the DSSC project.

N14-2: PFM2: a 32x32 Readout Chip for the PixFEL X-Ray Imager Demonstrator
L. Lodola

Dipartimento di Ingegneria Industriale e dell'Informazione, University of Pavia, Pavia, Italy
On behalf of the PixFEL Collaboration

A readout chip, consisting of 32x32 square cells, has been designed in a 65 nm CMOS technology. The circuit will be bump
bonded to a slim/active edge pixel sensor to form the first demonstrator for the PixFEL X-ray imager, envisaged for applications
to experiments at the next generation X-ray FELs. The pixel pitch is 110 um, for a total area of about 16 mm~"2. Different



solutions for the readout channel, which includes a charge preamplifier, a time variant filter and a 10 bit ADC, have been
integrated in the chip. In particular, a couple of different versions for the time variant processor have been implemented. The
charge preamplifier is provided with four different gain settings, therefore improving the system capability to comply with
photon energies in the 1 keV to 10 keV interval. This work, besides discussing in detail the readout channel and array
architecture, will present the results from the chip characterization.

The activity leading to the results presented in this paper was carried out in the framework of the PixFEL project, funded by the Italian Institute
for Nuclear Physics (INFN). The PixFEL Collaboration members are with Universita' di Bergamo, Universita' di Pavia, Universita' di Pisa,
Universita' di Trento and INFN, Italy.

N14-3: Soft X-Ray and High Resolution Imaging Using the 25 mum Pitch MA-NCH Detector
A. Bergamaschi, M. BrAVickner, S. Cartier, R. Dinapoli, E. FrA{jdh, D. Greiffenberg, D. Mezza, A. Mozzanica, M. Ramilli,
S. Redford, C. Ruder, L. Schaedler, B. Schmitt, X. Shi, D. Thattil, G. Tinti, J. Zhang

Paul Scherrer Institut, Villigen, Switzerland

Mi 2NCH is a 25 1;%2m pitch charge integrating hybrid silicon pixel detector aiming to combine the advantages given by high
segmentation with the low noise and large dynamic range which are provided by adaptive gain analog detectors. In low flux
conditions, charge sharing between neighboring pixels allows the spatial resolution to be improved beyond the pixel pitch using
interpolation down to about a micrometer. Its performance promises to fulfill the specifications of many detector-limited
synchrotron applications e.g. inelastic X-ray scattering (IXS), Laue diffraction, soft X-ray and high resolution imaging. We have
demonstrated an outstanding bump-bond yield of better than 99.95% on the latest 1x1 cm2 prototype (160k pixels at 25 1;2m
pitch). A low noise down to 35 electrons RMS has been measured, as well as a dynamic range up to about 100 x 12 keV photons,
depending on the selected gain settings. The first imaging tests using soft X-rays down to 1.75 keV will be shown. Moreover, the
preliminary results obtained in a raster scan experiment using a 100nm focused hard X-ray beam will be discussed in order to
characterize the charge collection, precisely assess the spatial resolution and provide information concerning radiation hardness
within the pixel. Finally, the challenges of developing develop the planned 3x4 cm2 (1.9M pixels) system will be analyzed.

N14-4: The Large Pixel Detector for XFEL.EU - Build and Commissioning of the 1M System
M. D. Hart', D. Beckett!, P. Brentnall!, B. Cline', J. Coughlanl, M. French!, M. Kuster?, J. Lippl, T. Nicholls', P. Seller!,
D. Sole!, M. C. Veale!, P. Lang2

!STFC - Rutherford Appleton Laboratory, Didcot, United Kingdom
’The European XFEL, Hamburg, Germany

The Large Pixel Detector has been developed by The Science and Technology Facilities Council for use at the European XFEL.
It is a high speed, high dynamic range, large area x-ray detector. We are nearing completion of the project that will see a IM
pixel system installed at XFEL. Over the year we have solved a number of engineering challenges including developments in the
powering and cooling of the system. We have also completed x-ray testing of the system at the ESRF and Diamond Light Source
synchrotrons. There we aimed to learn and tackle potential issues with the system. We present these developments, beam time
results and some of the lessons learned.

N14-5: The First Adaptive Gain Integrating Pixel Detector for the Beam Line SPB at the European XFEL

A. Allahgholi
Center for Free Electron Laser Science, Deutsches Elektronensynchrotron, Hamburg, Germany

On behalf of the AGIPD Colaboration

The European XFEL is an extremely brilliant Free Electron Laser Source with a very demanding pulse structure: It provides
pulse trains at a frequency of 10Hz. Each train contains 2700 x-ray pulses which are separated by 220ns. Each pulse has a length
of =100fs and contains up to 1012 12keV photons. The Adaptive Gain Integrating Pixel Detector (AGIPD) is a hybrid 1M-pixel
detector developed by DESY, PSI, and the Universities of Bonn and Hamburg to cope with these properties: AGIPD provides not
only single photon sensitivity and a dynamic range up to >104photons/pixel in the same image, but also an analogue memory
which allows to record up to 352 individual pulses within a train, which are then read out in between the pulse trains. Each ASIC
contains 64x64 pixels of 200pmx200um. The circuit of each pixel contains a charge-sensitive preamplifier with threefold
switchable gain, a discriminator for an adaptive gain selection, and a correlated double sampling (CDS) stage to remove reset and
low-frequency noise components. An AGIPD front end module (FEM) consists of 2x8 ASICS bump bonded to a 500pm thick
silicon sensor, giving a total of 128x512 pixels per module. The final 1Mpix systems located at the beam lines SPB and MID at
the European XFEL consist of 16 AGIPD FEMs, four each mounted on four independently movable quadrants which allow
different hole and slit patterns to let the direct beam through. Each quadrant also acts as a cooling block which makes it possible
to cool down the system in vacuum to its desired operating temperature of -20°C.

The final AGIPD 1Mpix detector will be delivered to the European XFEL in August 2016. We will present the aforementioned



key features of AGIPD 1.0 and present results verifying the functionality of AGIPD. Furthermore we will present a general
overview of the 1M detector and the status of the delivery and commissioning of the first IM AGIPD system at the beam line
SPB/EU-XFEL.

N14-6: Design and Characterization of the tPix Prototype: a Spatial and Time Resolving Front-End ASIC for
Electron and Ion Spectroscopy Experiments at LCLS

B. Markovic, P. Caragiulo, A. Dragone, C. Tamma, T. Osipov, C. Bostedt, M. Kwiatkowski, J. Segal, J. Hasi, C. Kenney,

G. Haller

SLAC National Accelerator Laboratory, Menlo Park, Ca, USA

tPix is the front-end ASIC for Tixel detector aimed for momentum spectroscopy experiments at LCLS. It has 100umx100um
pixels arranged in a 176x192 matrix (48x48 prototype) bump-bonded to a dedicated thin silicon sensor. The ASIC electronics
measure the charge from the sensor and determine as well as digitize the timing information for each pixel of the detector with
100ps resolution. The timing information is extracted from the sensor signal with a charge-sensitive amplifier (CSA) followed by
a discriminator. The time-to-digital conversion is performed in two steps: an 8 bit global counter performs the first ‘coarse’
measurement while an in-pixel delay-line performs a 6/10 bit high-resolution ‘fine’ measurement of the time-interval. The 14/18
bit conversion result is read out in between pulse intervals during the readout phase. The chip will be able to sustain a frame rate
up to 1KHz. A 48x48 pixel-array prototype has been fabricated in TSMC 0.13pum CMOS technology and its design and
characterization will be reported in this talk.

N15: Scintillators Il: Fundamentals & Light collection

Tuesday, Nov. 1  08:00-10:00 Cassin
N15-1: First-Principles Investigation of the Structure, Mobility and Optical Properties of Self-Trapped

Excitons in Alkali, Lanthanum and Barium Halide Scintillators
M. Del Ben, G. Bizarri, E. D. Bourret, A. Canning

Lawrence Berkeley National Laboratory, Berkeley, California, USA

The development of new and improved materials for gamma ray scintillator detectors requires a deep understanding of the optical
and transport properties of the charge carriers at the atomistic level. In this respect, enormous progress has been made in the
development of quantum mechanical methods that allow us to investigate quantitatively these mechanisms. Here we present first
principles calculations at the hybrid density functional theory level for the structure, mobility and optical properties of self-
trapped excitons and lattice defects (Vk centers) in three important families of scintillator materials, the alkali, lanthanum and
barium halides. Alkali and lanthanum halides have been extensively characterized from an experimental point of view and serve
in our studies as benchmark systems to assess the accuracy and reliability of our theoretical procedure. We show that hybrid
density functional theory accurately predicts the different types of self-trapped excitons (on and off-center) found in these
materials in agreement with EPR experiments. Moving further we used our methodology to perform preliminary studies of these
defects in classes of new scintillator materials including the barium mixed halides that we will compare to new experimental
results. The ultimate goal is then to set up a computational machinery with a predictive capability that will guide the design of
new novel materials or modification of existing materials with enhanced scintillation performance.

This work is supported by the U.S. Department of Energy/NNSA/DNN R&D and is carried out at Lawrence Berkeley National Laboratory under
Contract No. AC02-05CH11231.

N15-2: Study of CsI:TI Scintillators with Different Concentration of Tl at the Temperature Range from +30°C
to -70°C

Z. Mianowska', M. Moszynskil, P. Sibczynskil, L. Swiderski', A. Syntfeld—Kazuchl, T. Szczesniak', A. Gektin?, S. Vasyukov2,
R. T. Williams®, S. Gridin®, X. Lu®, M. R. Mayhugh*

'National Centre for Nuclear Research, Otwock-Swierk, Poland

Institute for Scintillation Materials, Kharkov, Ukraine

3Department of Physics, Wake Forest University, Winston Salem, NC, USA
‘Faceted Development, LLC, Shaker Hts, OH, USA

A recent intensive modelling of the light generation process in caesium iodides activated by thallium requires precise
experimental data concerning energy resolution, non-proportionality and decay time of the light pulses. CsI: Tl crystals activated
by thallium in a range from 0.001 to 0.081% mole were investigated in temperature range from +30°C down to -70°C. Each of
tested scintillators were coupled to the XP5212/B photomultiplier from Photonics and placed into climatic chamber. Two
experimental methods were used to characterize CsI: Tl properties. Initially, signal from PMT anode was fed to a charge sensitive
preamplifier and then to a spectroscopy amplifier.All results were obtained by measuring the response of detection system to



gamma-rays in energy range from 10 to 900keV. The PC-based multichannel analyser was used to record energy spectra.Besides
wide range of temperatures and T1 concentrations, two peaking times, equal 4.8us and 24us, were used to show large difference
in obtained values of light output. Better understanding of light production processes was possible with second method, where
PMT output was sent directly to digital oscilloscope. Signal was triggered by the full energy peak selected by the single channel
analyzer from energy spectrum.Three components(fast, slow and tail) in the pulse light shape was quantified. The sum of three
exponential terms was fitted to it. Strong slowing down of the light pulses below -50°C was observed.

We hope that our experimental results will shed some light on luminescence phenomena and will give an input for theoretical
modeling and interpretation.

N15-3: Modeling Temperature- and Energy-Dependent Scintillation Pulse Shape and the Proportionality of
Decay Components from 295 to 78 K in CsI and CsI: Tl

R. T. Williams', X. Lu', S. Gridin!, M. R. Mayhughz, L. Swiderski®, Z. Mianowska®, W. Czarnacki®, T. Szczesniak®,

T. Sworobowicz’, P. Sibczynski3 , W. Klamra®, A. Syntfeld—Kazuch3 , M. Moszynski3, A. V. Gektin*, S. Vasyukov4, C. Piemonte®,
A. Ferri’, A. Gola®

! Department of Physics, Wake Forest University, Winston-Salem, NC, USA
’Faceted Development, LLC, Shaker Hts., OH, USA

3National Centre for Nuclear Research, Otwock-Swierk, Poland

*Institute for Scintillation Materials, Kharkov, Ukraine

SFondazione Bruno Kessler, Trento, Italy

Scintillation pulse shapes comprising a rise and three decay times along with their relative amplitudes in CsI: Tl have been
measured versus temperature and gamma energy. Together with measurements of total light yield and proportionality including
separate proportionalities of each decay component, and the ability to measure useful scintillation over a Tl concentration range
including zero, this richness of observables makes Csl/Csl: Tl an excellent system for testing and refining computational models
of scintillators. The purpose of this work is to apply a transport and rate equation model that was used last year to calculate
proportionality in CsI and CsI: Tl including CslI at two temperatures, in order to examine how well it can account simultaneously
for the entire array of observables listed above. Although there are many material parameters needed to specify the model
equations, the many observables comprising pulse shape and component proportionality as well as independently variable
conditions of gamma energy, temperature, and activator concentration constitute a sufficient number of target observables to
enable refinement of material parameters not already measured independently. The goal is a computational material engineering
tool in which properties, dopants, and defects can be varied and their predicted effects on scintillation explored.

Acknowledgments: WFU acknowledges support from the US Department of Homeland Security, Domestic Nuclear Detection Office, DNDO
NSF ARI Grant 2014-DN-077-ARI-077. This support does not constitute express or implied endorsement on the part of the Government. Partial
support is acknowledged from the Polish National Centre for Research and Development, “RaM-scaN” Grant PBS2/B2/11/2014, and European
Union VII Framework Programme for research, technological development and demonstration under “TAWARA” grant No. 312713.

N15-4: Enhanced Scintillation Light Extraction Using Nanoimprinted Photonic Crystals
B. Singhl, M. S. J. Marshall!, S. Waterman', C. Pina-Hernandez?, K. Munechika?, A. R. Knapitsch3 , M. Salomoni’, P. Lec0q3,
V. V. Nagarkar'

'Radiation Monitoring Devices, Inc., Watertown, MA, USA
’Abeam Te echnologies, Hayward, CA, USA
3CERN, Geneva, Switzerland

The extraction of scintillation light from a crystal with high efficiency and speed is vital for realizing the much needed gains in
the performance of numerous radiation detection and imaging instruments that are vital in medical imaging, industrial, and
homeland security applications for the detection, localization, and energy classification of X-rays, gamma rays or neutrons.
Nanostructures such as photonic crystals (PhCs) maximize utilization of the scintillation light which is otherwise lost when a high
refractive index (RI) scintillator is coupled to a photodetector with low RI window, thereby substantially improving the light
extraction efficiency, and energy and timing resolution. Using nanoimprinted PhCs on the exit surface of LY SO, we had earlier
experimentally demonstrated an 18% improvement in the light extraction compared to the current grease-coupling technique.
However, to realize the full potential benefits offered by PhCs, a polymer with high RI and excellent optical transmission at the
scintillation wavelength is needed. Currently, there are no such commercially available polymers. Here, we report on the
successful demonstration of 41% improvement in the light extraction from a ceramic scintillator with RI ~1.82 and emitting at
540 nm, using PhCs nanoimprinted in a custom developed 1.87 RI polymer with 98% transmission. Furthermore, we have
demonstrated the low-cost scalability of the process by uniformly imprinting on substrates ranging from 10 mm — 30 mm in
diameter, limited only by the size of the imprinting template. Details of the design, fabrication and characterization of the PhCs,
the high RI polymers, and their impact on scintillator performance will be presented.



Acknowledgements: This work has been supported by the US Department of Homeland Security, Domestic Nuclear Detection Office, under
competitively awarded contract HSHQDC-13-C-B0040. This support does not constitute an express or implied endorsement on the part of the
Government.

N15-5: A Novel Ultra-Thin Multiple-Layer High-Reflector Film Directly Coated on LYSO Scintillators
Q. Sun', Q. Pengz, Z. Wu!, Q. Huang3, J. Xu!

!School of Mechanical Science and Engineering, Huazhong University of Science and Technology, WuHan, China
Department of Molecular Biophysics and Integrated Bioimaging, Lawrence Berkeley National Laboratory, Berkeley, USA
3Shanghai Jiaotong University, Shanghai, China

Optical dielectric coating is a technology commonly used to build reflectors. It is constructed from thin layers of materials such
as magnesium/calcium fluoride and various metal oxides, which are deposited onto the optical substrate. By careful choice of the
exact composition, thickness, and number of these layers, it is possible to tailor the reflectivity of the coating to produce almost
any desired characteristic. Reflection coefficients of surfaces can be increased to greater than 99.99%, producing a high-reflector
(HR) coating.

In this study, we designed a novel high reflective film to match the entire emission spectrum of the LYSO (360-620nm)
scintillator using three dielectric materials (HfO2, SiO2 and Ti02). The simulation and design studies show that an average
reflectivity higher than 99% at 360nm-620nm range could be achieved using 48 layers of the three dielectric materials to
construct three quarter-wavelength reflective layers with the central wavelengths at 365nm, 430nm and 570nm. Experimental
studies were performed to validate the simulation studies. Six LY SO samples were processed using high-precision polishing
techniques and coated with the HR films using electron beam evaporation techniques. The Ra surface roughness of the LYSO
samples were less than 0.57nm and the total thickness of the HR coating was 3.4um. The reflective properties of the six samples
were characterized and compared with a sample glued with a commonly-used enhanced spectrum reflector (ESR) film. The
results show that six samples have a peak reflectivity higher than 99.76% at 420nm and an average reflectivity higher than
98.79% at 360nm-620nm range.

In conclusion, this study demonstrates a novel HR film design which achieves better performances than the conventional ESR
reflectors. The novel HR film (3.03 pm) is much thinner than ESR film (70~100 pm). One can achieve a much higher filling
factor in clinic/pre-clinic PET detector designs by applying this novel technology.

N15-6: Reflectivity Quenching of ESR Multilayer Polymer Film Reflector in Optically Bonded Scintillator
Arrays
F. Loignon-Houlel, C.M. Pepinl, S. A. Charlebois?, R. Lecomte'

!Sherbrooke Molecular Imaging Center of CRCHUS and Dept. of Nuclear Medicine and Radiobiology, Universite de
Sherbrooke, Sherbrooke, QC, Canada
’Dept. of Electrical and Computer Engineering, Universite de Sherbrooke, Sherbrooke, QC, Canada

The 3M-ESR multilayer polymer film is a widely used reflector in scintillation detector arrays. As specified in the datasheet and
confirmed experimentally by measurements in air, it is highly reflective (>98%) over the entire visible spectrum for all incidence
angles. Despite these outstanding characteristics, it was previously found that light crosstalk between pixels in a bonded LYSO
scintillator array with ESR reflector can be as high as ~30%. This unexplained crosstalk motivated further investigation of ESR
optical performance. Analytical simulation of a multilayer structure emulating the ESR reflector showed that the film becomes
highly transparent to incident light at high angle when surrounded on both sides by material of refractive index higher than air.
Furthermore, Monte Carlo simulation indicated that a considerable fraction of scintillation photons were incident at these leaking
angles in high aspect ratio LY SO crystals. The film transparency was investigated experimentally by measuring the scintillation
light transmission through the ESR film sandwiched between a LSO crystal and an APD detector with or without layers of
silicone grease. Strong light leakage (~30%) was measured through the reflector when coated on both sides with silicone,
elucidating the major cause of light crosstalk in bonded arrays. This loss of reflectivity can be explained by the optical path
difference between light reflected by adjacent interfaces in the multilayer film that raises the phase shift, reducing valuable
constructive interferences. This unsuspected transparency can be beneficial for light sharing schemes, but is highly detrimental
for scintillator arrays designed for individual pixel readout.

N15-7: Improved Scintillation Detector Performance Using Dye-Doped Coatings
S.R. Tomgal, D. T. Wakeford', J. C. Adams®, O. C. Trautschold?, M. P. Hehlen®

]Space Science & Application (ISR-1), Los Alamos National Laboratory, Los Alamos, NM, USA
’Engineered Materials (MST-7), Los Alamos National Laboratory, Los Alamos, NM, USA

An increasing demand for better detection performance with a simultaneous reduction in size, weight and power consumption has
motivated the use of compact semiconductors as photo-converters for many gamma-ray and neutron scintillators. The spectral
response of devices such as avalanche photodiodes (APDs) however is poorly matched to many common high-performance



scintillators. We are developing a method that matches the scintillator luminescence to the excitation spectrum of high quantum
efficiency semiconductor detectors. This is accomplished by a series of high quantum yield, fast decay, wavelength shifting
coatings. In initial experiments we have demonstrated a 28% increased photo-electron collection and a 10% improvement in
energy resolution when applying a layered coating to a YSO:Ce scintillator coupled to an APD detector. We expect that
improvements in the energy resolution of up to 40% can be achieved for some scintillators coupled to APDs. Likewise,
scintillators with good pulse shape discrimination and other properties, but a poorly matching emission spectrum (e.g. LICAF:Ce)
may, with the application of this process, become indispensable neutron detectors. In this presentation, we will give details of the
methodology for determining optimal coating properties, processes for applying coatings to scintillators, and experimental results
to date.

N15-8: Development of Wavelength-Shifting, Liquid-Filled Quartz Capillaries for Readout of Optically-Based
Electromagnetic Calorimetry

B. W. Baumbaugh+, B. Dolezal, K. C. Ford, P. S. Link, C. M. Mohs, R. C. Ruchti, N. J. Siwietz, J. B. Taylor,

M. J. Vigneault, C. Jessop

Physics, University of Notre Dame, Notre Dame, Indiana, USA

Abstract: We are in the process of developing liquid Scintillator filled Capillaries for use in optically based Electromagnetic
calorimetry. These capillaries are intended for use in the construction of a Shashlik detector using LYSO and tungsten as the
basis for the calorimeter. The capillaries collect the scintillation light from the LYSO crystals and present this light to detectors
based on SiPMs. These capillaries are 1.0 mm OD x 0.4 mm ID rad hard quartz. The work presented here will focus on the
design, construction, and testing of capillaries, capillary materials, liquid scintillators, and filling/sealing techniques that optimize
the linear response of the capillaries over the 135 mm active region of the Shashlik detector. We will discuss liquids including
DSBI1 and J2 regarding their light output, Resistance to radiation damage, and response time when excited. This paper will also
describe the techniques used to optimize the linearity along the capillary including how the core light (light from the liquid
scintillator directly) is blocked, and the light from the end farthest from the readout is optimized to maximize linearity.

N16: Instrumentation for Security I: Active and Imaging

Tuesday, Nov. 1  08:00-10:00 Madrid

N16-1: Requirements for Active Interrogation Systems
R. Kouzes', G. Warren', P. Chiaro®

]Paciﬁc Northwest National Laboratory, Richland, WA, USA
2Oak Ridge National Laboratory, Oak Ridge, TN, USA

Active-interrogation (Al) systems for interdiction of radiological materials automatically determine if special nuclear material
(SNM) is present in a conveyance (e.g., an intermodal cargo container) by observing the radiation emitted by the object when it
has been exposed to an external radiation source. This is in contrast to passive detection in which the spontaneous decay of
radioactive material is the signature that is detected. Because of the cost and complexity, Al systems are for the detection of SNM
in shielded configurations that are not normally detectable by passive systems.

A performance standard is being developed for evaluating Al systems that detect SNM in unshielded and shielded configurations
using surrogates for testing. The Al systems under consideration include those that detect high atomic number (High-Z)
materials, fissionable materials, or specific SNM materials.

Al systems can use photons, neutrons, or muons as the interrogation particle, and detect photons, neutrons or muons as the
emitted particle. Photofission, for example, uses energetic photons to induce fission in the interrogated object, and usually the
neutron signature to identify material as fissionable. Further categorization is possible by subdividing the observed particles as
either prompt or delayed. These distinctions are important for consideration of surrogate materials for use in testing. The Al
system should also localize the suspect material to aid follow-on interdiction efforts. This talk will present the considerations that
are applied to the development of standard testing requirements for Al systems.

This material is based upon work supported by the Department of Homeland Security. Battelle operates PNNL for the U.S. Department of Energy
under contract DE-AC05-76RLO 1830.

N16-2: A Large Field-of-View Multimodal X-Ray Phase Contrast System for Security Scans and Other

Applications
A. Astolfo', M. Endrizzi', B. Price?, L. Haig2, A. Olivo'

Medical Physics and Biomedical Engineering, University College of London, London, UK
’X-Tek Systems-Nikon, Tring, UK



The use of X-ray Phase Contrast Imaging (XPCI) enables revealing sample properties that are invisible using conventional X-ray
imaging techniques, which are sensitive to X-ray attenuation only. In addition to conventional contrast, XPCI improves object
edges detection and is sensitive to subpixels microstructures. We have built an XPCI scanning system based on Asymmetric
Edge Illumination to be initially employed for baggage screening, then translated to other applications. Our setup is capable of
fast imaging over a large field of view using high-energy x-ray beams (100 kVp). The XPCI multimodal sensitivity significantly
improves the screening capabilities, in particular for the detection of weapons and explosives.

This project is funded under the Innovative Research Call in Explosives and Weapons Detection 2013 initiative. This is a Cross-Government
programme sponsored by a number of Departments and Agencies under the UK Government’s CONTEST strategy in partnership with the US
Department of Homeland Security, Science and Technology Directorate.

N16-3: SCoTSS Modular Survey Spectrometer and Compton Imager
A. M. L. MacLeod!, L. E. Sinclair?, P. R. B. Saull!, P. L. Drouin®, L. Erhardt’, J. Hovgaard3, B. Krupskyy4, R. Ueno?®, D. Waller?,
A. McCann**

'Measurement Science and Standards, National Research Council, Ottawa, Canada
Geological Survey of Canada, Natural Resources Canada, Ottawa, Canada
Defence Research and Development Canada, Ottawa, Canada

*Physics Department, McGill University, Montreal, Canada

This work presents the development of a mobile survey spectrometer and fieldable Compton-scatter gamma-ray imager. The
detector employs CsI(Tl) scintillator coupled to silicon photomultipliers and incorporates a unique modular design, where
individual units can be employed separately in applications requiring a compact detector, e.g. military operations, or combined
together for those requiring a more sensitive detector, e.g. aerial surveying. Each module is a fully functional imager, providing
both mapping and imaging capabilities along with isotope identification.

We describe the overall performance of the imager in comparison to expectation based on Monte Carlo simulations with Geant4.
The energy reconstruction is shown to perform well across the full spectrum of interest up to 3 MeV, with resolutions and noise
levels suitable for low-energy measurement in both the scatter and absorber parts of the detector. We also present the
performance of the custom readout electronics that digitize and process the SiPM pulses.

N16-4: Imaging of Special Nuclear Material Using Coarse and Fine Spatial Resolution Arrays Coupled with
Monochromatic Photon Sources
P. B. Rose Jr!, J. Harms', J. Nattress?, M. Mayer3’4, I. Jovanovic®, A. S. Erickson'

Nuclear and Radiological Engineering, Georgia Institute of Technology, Atlanta, Georgia, USA

’Department of Nuclear Engineering and Radiological Sciences, University of Michigan, Ann Arbor, MI, USA
Department of Mechanical and Nuclear Engineering, The Pennsylvania State University, University Park, PA, USA
‘Also at Pacific Northwest National Laboratory, Richland, WA, USA

Special nuclear material (SNM) can be dangerous and have devastating consequences in the wrong hands. SNM can easily be
shielded from passive detector systems, especially while in transit, resulting in it being referred to as *'searching for a needle in a
haystack." Active interrogation (AI) techniques can be employed to probe through shielding to uncover illicit material, but pose
significant challenges for detection systems and can present with large doses to cargo and personnel. We report advancements in
the proof-of-concept of a novel Al imaging technique using quasi-monoenergetic high-energy gamma rays to improve the
detection and identification of SNM through Z$ {eff}$ determination of the cargo. Our system uses arrays of custom designed
detectors to provide both coarse and fine spatial resolution capabilities using a combination of low and high energy resolution.
Low energy nuclear reaction driven sources, such as ${11}$B(d,n$\gamma$)$" {12} $C, produce a cascade of highly penetrating
monoenergetic gamma rays which may reduce radiation dose to the cargo contents when compared to bremsstrahlung methods.
These gamma rays have sufficient separation in energy to utilize Cherenkov detectors for imaging and spectroscopy. We show
that monochromatic photons resulting from a low-energy nuclear reaction coupled with an array of Cherenkov detectors can be
used to produce a sharp image of material while providing large and inexpensive detector coverage. We also report on the
development of arrays leveraging tightly tiled SiPMs coupled with LYSO and Cherenkov crystals to increase spatial and energy
resolution performance. Demonstrated here is the proof of concept of the system's capability to produce instantaneous high
contrast planar images of interrogated material while also providing a “‘map" of the Z$ {eff}$ of the cargo paving the way for
practical deployment at ports and points of entry.

N16-5: Fun with Blocks, Gamma-Ray Images of Different Source Configurations
K. P. Ziock, M. A. Blackston

Nuclear Science and Isotope Technology, Oak Ridge National Laboratory, Oak Ridge, TN, USA



A coded-aperture, gamma-ray imager, based on a high-purity germanium detector has been used to collect data on a large number
of configurations of up to 12 Pu blocks. This provides a unique data set to explore the ability to determine the quantitative
performance of gamma-ray imagers on different source geometries as a function of source shape and acquisition time.
Quantitative results were obtained by fitting the images to square and rectangular source geometries built from complimentary
error functions (erfc). Estimates of the uncertainties for fit results were obtained using bootstrap sampling techniques to generate
data sets with different integration times and fitting these with the erfc shapes. The results will be used to provide examples of
how such an instrument could be used in arms-control.

N16-6: Collimator-less 4p Gamma Imaging with 3-D Position-sensitive Detector

Q.Ye"? P.Fan'? Q. Wei®, S. Wang'?, Y. Liu'? Y. Xia®, T. Ma'?

! Department of Engineering Physics, Tsinghua University, Beijing, China

’Key Laboratory of Particle & Radiation Imaging, Ministry of Education (Tsinghua University), Beijing, China

Department of Instrument Science, School of Automatic and Electrical Engineering, University of Science Technology Beijing,
Beijing, China

*Beijing Institute of Spacecraft Environment Engineering, Beijing, China

Fast and accurate lost radioactive source positioning is of critical importance for the prevention of radiation damage in the
accident. Traditional instruments with low detection efficiency cost lots of time and energy, and may lead to harms of the
operators’ health. A portable detector to directly determine the incident angle of gamma rays is promising for the homeland
security applications. In this work, we proposed a collimator-less 4p gamma imaging with 3-D position-sensitive detector. The
distribution of photon counts is dependent on the orientation angle of the point gamma source, and the angle is reconstructed with
Maximum Likelihood Expectation Maximization (MLEM) algorithm. Angular resolution of this imaging system was calculated
by Cramer-Rao lower bound (CRLB). We simplified the 3-D position-sensitive detector to 2-D angular discrimination design.
This design is capable of positioning the incident angle of 511 keV gamma rays. Excellent angular discrimination performance
can be achieved except some particular angular positions at 0°, 90°, 180° and 270°. And the angular discrimination performance
can be improved with more counts. Besides, we performed a preliminary experiment with 4 BGO crystal blocks and for all the
tested angular positions ranging from 15° to 75° with an increment of 15°, the maximum error was less than 6.5°. Besides, we are
now developing the positioning technology in a monolithic crystal which can be applied to the gamma imaging method. From the
analytical calculation and experimental results, we conclude that the proposed 4p gamma imaging method with 3-D position-
sensitive detector is effective and capable of searching for radioactive sources with excellent accuracy.

N16-7: Identification of Special Nuclear Material with Spectrum Isolation Using Stochastic Image
Reconstruction
M. C. Hamel, J. K. Polack, L. O. Supic, S. D. Clarke, S. A. Pozzi

Nuclear Engineering and Radiological Sciences, University of Michigan, Ann Arbor, M1, USA

Radiation imaging has proven to be a useful tool in the localization of special nuclear material (SNM) for non-proliferation
applications. However, scenarios exist in which there are other radioactive sources present in the vicinity of the SNM. This work
seeks to isolate the energy spectra from all sources localized in a measurement, which will allow for the identification or
discrimination of SNM from other radioactive sources. To accomplish the isolation, we have reconstructed images using the
stochastic origin ensembles (SOE) algorithm. SOE is based on Markov-chain Monte Carlo and reconstructs images through an
iterative resampling of possible event origins. We have modified the mechanism used to find a solution such that each pixel in the
image has an associated energy spectrum. We applied this method to an experiment performed with a dual-particle imager (DPI)
that reconstructs images and spectra for both fast neutrons and gamma-rays. A 4.5-kg sphere of weapons grade plutonium
(WGPu) and a 252Cf point source were measured simultaneously with the DPI. Using our modified version of SOE, we
reconstructed both a neutron and gamma-ray image of the two sources. We showed that the isolated neutron energy spectra for
both sources were similar as expected. However, the WGPu could be discriminated from the 252Cf because of the decay gamma-
ray peak near 650 keV from the WGPu. These decay gamma-rays are not present in the 252Cf spectrum. This work demonstrates
that the modified version of the SOE algorithm is promising for identification of SNM in a multi-source environment.

N16-8: Measurement of Time Distribution of Fissions in a Chain with Fast Scintillators
M. Monterial "%, P. Marleau?, S. A. Pozzi'

Nuclear Engineering and Radiological Sciences, University of Michigan, Ann Arbor, MI, USA
’Radiation and Nuclear Detection Systems, Sandia National Laboratories (CA), Livermore, CA, USA

Non-destructive assay (NDA) of fissile material is one the primary goals of non-proliferation and safeguards. For decades,
multiplicity analysis, which requires large high-efficiency measurement systems, has played a key role in fissile material assay.
Development of new systems of NDA of fissile material has shifted from thermal He-3 detectors to fast organic scintillators. We
have developed a method for assaying fissile material by taking full advantage of the measured signatures available to fast



organic scintillator systems. We have measured the timing distribution of fission events in a chain by recording the time between
correlated gammas and neutrons, and the deposited energy of the incident neutron. We demonstrate how the combination of these
signatures produces a distribution that is sensitive to underlying fission chain timing dynamics. Through a simple Monte Carlo
based model of fission chain behavior it is possible to inversely solve for the underlying physical parameters that define the
amount of fissile material and the presence of any moderator or reflector coupled to it. Finally, we demonstrate the technique
through analysis of a set of parametric measurements of 4.5 kg of weapons grade plutonium metal in various configurations of
moderator and reflector recorded during a 2015 campaign at the Device Assembly Facility.

This material is based upon work supported by the U.S. Department of Homeland Security Grant Award Number: 2012-DN-130-NF0001. The
views and conclusions contained in this document are those of the authors and should not be interpreted as representing the official policies,
either expressed or implied, of the U.S. Department of Homeland Security.

Sandia National Laboratories is multi-program laboratory managed and operated by Sandia Corporation, a wholly owned subsidary of Lockheed
Martin Corporation, for the U.S. Department of Energy's National Nuclear Security Administration under contract DE-AC04-94AL85000.

This work was funded in-part by the Consortium for Verification Technology under Department of Energy National Nuclear Security
Administration award number DE-NA0002534.

N17: Data acquisition, trigger and analysis | (non-HEP)

Tuesday, Nov. 1 08:00-10:00 Londres
N17-1: WaveDAQ: A New Generation of Integrated Trigger and Read Out System for the MEG 11
Experiment

L. Galli', D. Nicolo'!, F. Morsani!, M. Francesconi’, S. Ritt?, E. Schmid?, U. Hartmann?

!stituto Nazionale di Fisica Nucleare sezione di Pisa, Pisa, IT
’Paul Scherrer Institut, Villigen, CH

A novel approach merging together high performance and high frequency waveform digitisers coupled with a hierarchical
structure of FPGAs as real time processors has been designed to realise a multi-purpose device with integrated trigger and data
acquisition capability. Detector signals are digitised by two independent, complementary and high resolution waveform
digitisers: a faster one based on the DRS4 switched capacitor array chip, with a sampling speed in the programmable range from
1 to 5 GS and a depth of 1024 samples, to achieve an intrinsic time resolution of about 10~ps and about 1~mV baseline noise; a
slower one based on a commercial 100~MHz FADC with a time depth up to 20 $\mu$s. The samples of the latter are
continuously sent to a hierarchy of FPGA and used in complex user defined algorithms for real-time event reconstruction suitable
for trigger generation.

The basic version of the system large is enough for small and medium size detectors, hosting 16 waveform digitiser modules,
each equipped with 16 channels each for a total number of 256 channels. A custom backplane provides high speed serial point-to-
point connections between digitisers and two master modules to be used for trigger and data read-out, respectively. For larger
applications the system can be composed of two or more crates in parallel, complemented by a central trigger concentration and a
signal distribution crate, making the system scalable up to more than 10'000 channels. When more than one crate is required,
trigger concentrators would be arranged in a hierarchical structure, where lower level boards (those connected to digitisers)
would forward preliminary pieces of information to higher level ones, until the master trigger board gathers the data from the
whole detector.

The system is in a advanced development phase and the first results from test beams are available. Results in terms of trigger
capability and time and energy resolutions will be presented, complemented with a schedule towards a full system hosting 9'000
channels.

N17-2: DRAC - a Fast Digitizer for the Mu2e Experiment
V.L. Rusu

PPD, Fermilab, Batavia, IL, USA
On behalf of the mu2e collaboration

The mu2e tracking chamber is made of ~20000 thin wall straws to precisely measure the ~100 MeV electron characteristic of the
coherent muon to electron conversion. Each straw is read out at both ends, in order to determine the position of the hit along the
straw through time division. To meet the experimental requirement the time difference between the two ends has to be recorded
to better than 50ps with a resolution on the absolute drift time measurement of 500ps. The total charge deposited in the straw is
used for the dE/dx measurement. The mu2e tracker is highly modular, with the basic unit being a panel, which contains 96
straws. A central board was designed to perform all those measurements for all 96 straws in a panel. This is the DRAC - Digitizer
Recorder Assembler and Controller. This is a high density PCB that needs to fit the tracker tight space constraints and mounts on
the outer perimeter of the panel and is therefore an integral part of the basic mu2e tracker module. The panel has to operate in
vacuum, so we made an effort to limit the number of DRAC interfaces. Aside from the power port, the only other interface is a
pair of duplex optical fibers for both data and slow control communications. At the heart of the DRAC are three radiation hard



FPGAs that perform fast TDC measurements and record a slower version of the straw signal, used for charge integration. The
latter is done with S0MS/s ADCs and there is one such ADC for each straw. All data is assembled into packets and is sent
through the optical fiber to a host PC. The DRAC prototype is fully operational and we will present here a description of this
powerful device together with the first results on performance.

N17-3: The Readout and Data Acquisition Design of the sSPHENIX Detector at RHIC
M. L. Purschke

Physics Department, Brookhaven National Lab, Upton, NY, USA
On behalf of the SPHENIX Collboration

The recently established sSPHENIX Collaboration at RHIC is upgrading the PHENIX detector in a way that will enable a
comprehensive measurement of jets in relativistic heavy ion collisions. The upgrade will give the experiment full azimuthal
coverage within a pseudorapidity range of -1.1 <? < 1.1. In addition to measuring heavy-ion collisions, the new apparatus will
provide enhanced physics capabilities for studying nucleon-nucleus and polarized proton collisions, and eventually allow a
detailed study of electron-nucleus collisions at an envisioned Electron Ion Collider at Brookhaven.

The upgraded detector will be based on the former BaBar magnet and will include tracking detectors, a new electromagnetic
calorimeter, and, for the first time at a RHIC experiment, a hadronic calorimeter. A new technology using a Tungsten-
scintillating fiber design for the electromagnetic calorimeter is what enables the full azimuthal coverage, as it achieves a radiation
length of just about 7mm, which allows for a very compact design of the device.

The calorimeter signals are sampled with silicon photomultipliers and waveform digitizing electronics. The digitized waveforms
are read out with custom PCle boards that allow multiple streams with bandwidths of up to 5GBit/s. The goal is to have a
sustained event rate to disk of about 15KHz. Focusing on the calorimeters, we will describe the goals and design of the sSPHENIX
experiment, the design of the digitizers and other parts of the data acquisition system, and the results we got with current
prototypes. By the time of the conference, we will have data from a test beam at FermiLab that will test the readout under beam
conditions.

We will detail the design of the FPGA-based readout cards, and how we implement the so-called "multi-event buffering" in the
front-end, which has traditionally enabled PHENIX to take data at rates rivaling, or exceeding, the LHC experiments.

N17-4: The SoLid anti-Neutrino Detector's Read-Out System
N. C. Ryder

Dept. of Physis, University of Oxford, Oxford, UK

On behalf of the The SoLid Collaboration

The SoLid collaboration will probe the reactor anti-neutrino anomaly by performing a search for anti-neutrino oscillations within
10 m from the BR2 nuclear reactor, with the first modules being deployed late in 2016. Anti-neutrino events are identified in the
SoLid detector by reconstructing the positron and neutron emitted from an inverse beta decay. Performing anti-neutrino
measurements at ground level and close to a nuclear reactor is particularly challenging due to the high rate of background signals
that can mimic an anti-neutrino interaction. The SoLid collaboration have developed a novel, highly segmented, composite
scintillator detector to overcome these challenges. The detector allows for a robust neutron identification and event selections
based upon both the topology as well as relative timing of the positron and neutron signals. The SoLid collaboration have
developed an intelligent read-out system to reduce their 3200 silicon photomultiplier detector's data rate by a factor of 10000
whilst maintaining high efficiency for storing data from anti-neutrino interactions. The system employs an FPGA-level waveform
characterisation to trigger on neutron signals. Following a trigger, data from a space-time region of interest around the neutron
will be read out using the IPbus protocol. This region of interest will be sufficiently large to contain any positron candidate
signals. In this talk the SoLid detector concept will be introduced, the design of the read-out system will be explained and results
showing the performance of prototype versions of the system will be presented.

N17-5: Development of Front-End Trigger System for COMET Experiment
Y. Fujii, S. Mihara, K. Ueno, M. Ikeno, T. Uchida, M. Shoji, E. Hamada

Ins. of Part. and Nucl. Studies, High Energy Accelerator Research Organization, KEK, Tsukuba, Japan

The COMET experiment searches for the muon-to-electron(p-e) conversion which is sensitive to many physics cases beyond the
standard model with a sensitivity of 10", Since the p-e conversion is strictly forbidden in the standard model, it would be a clear
evidence of new physics if it is found. In the COMET experiment, the front-end trigger system is required to send the trigger
information within a 500 ns of the latency time and the system should be functional under the high radiation environment. The
development of the trigger system to fulfill these requirements is essential for the success of the COMET experiment. The front-
end trigger electronics, COTTRI (COmeT TRIger) is now being developed and tested by using a prototype board. The first
prototype of the firmware was completed and implemented into the COTTRI prototype. The latency of COTTRI prototype was
measured to be 150 ns.



The beam test was performed in March 2016 to evaluate the performance of the COTTRI prototype equipped on the prototype
COMET detectors. In this beam test the COTTRI prototype was successfully operated to generate the trigger signal from crystal
calorimeter signals as will be used in the COMET experiment.

Irradiation tests for neutrons and gamma-rays will be completed in summer 2016, allowing us to determine the final design and
parts for the COTTRI front-end board.

N17-6: Synchronization of a Trigger-Less Data Acquisition for the PANDA Experiment

M. Kavatsyuk
KVI-CART, University of Groningen, Groningen, The Netherlands

On behalf of the PANDA collaboration

The PANDA experiment at the FAIR facility in Darmstadt, Germany, is aiming at precise measurement of hadron properties in
the charmonium region and investigation of exotic-matter states. This will be possible because of employment of the annihilation
of antiprotons with very low momentum spread of 2e-5 and high luminosity, up to 1e32 1/(cm s). At the highest luminosity the
annihilation rate will rise up to 20MHz. Moreover, the decay topology of events of interest is very similar to the one of
background events. This excludes any reasonable performance of a classical triggered readout system. Therefore, a new readout
has been developed where self-triggered front-end electronics is able to autonomously detect hits and extract all relevant physics
information, a dedicated custom network builds events based on hit time-stamps, and an FPGA/GPU/CPU-based computing
system, which selects events of interest on-line using the complete reconstruction, in order to achieve a data-reduction factor of
about up to 1000. Such a readout system is called “trigger-less”. Since there is no trigger signal which forces simultaneous
readout of acquired data from all front-ends, the electronics should use the same clock signal and should be synchronized.
Therefore, a precise clock-distribution and -synchronization platform SODANET has been developed. The SODANET is a bi-
directional data-transfer protocol for optical links which foresees transfer of detector- and slow-control data and synchronization
messages with fixed latency. The synchronization messages have the highest priority and can be transmitted even if transmission
of another packet is not yet finished. The synchronous operation is implemented only in the downstream direction and requires
defined latency configuration of serializers/deserializers. A complete prototype of the readout system which employs the
SODANET protocol has been constructed. During the presentation the SODANET platform and its performance will be
discussed.

N17-7: System on Chip Achitecture for Auger PRIME
E. E. Lagorio

Electronic, CNRS, Grenoble, France

On behalf of the Pierre Auger Collaboration

The Pierre Auger Observatory, located near the town of Malargu”e, Argentina, is the world largest cosmic ray observatory. It has
for objectives to probe the origin and characteristics of ultra high energy cosmic rays (UHECR). The results obtained by the
Pierre Auger collaboration provide important information on key questions in the UHECR field, leading to new questions and
open challenges which call for an upgrade of the Observatory. In the upgrade program, called AugerPrime, the 1660 Surface
Detector stations will be improved in particular by implementing new electronics with higher performances. The new electronics
aims to increase the number of analog channels and the dynamic range, to get a higher sampling rate and better timing accuracy.It
is designed with a new generation of component, called SOC for System On Chip. A Linux system must be integrated for a
higher access development. First prototypes of the new electronics have been built and are being tested .

The author thank the Auger collaboration for their contribution.

N17-8: Array of Superconducting Nanowire Single Photon Detectors Resolving the Number of Photons in a

Weak Optical Pulse
N. Lusardi', A. Geraci', R. B. M. Gourgues2, J.W.N. Los?, G. Bulgarini2

]DEIB, Politecnico di Milano, Milan, Italy
“Single Quantum BV, Delft, The Netherlands

Determining the precise number of photons in a weak optical pulse is of crucial importance for imaging, computing or
communication applications that use single photons or few photons to increase the performance of classical techniques. Single
photons or pair of photons can for instance be used to enhance the resolution of optical imaging techniques, or to transmit
information with ultimate security using quantum cryptography. In order to maintain this performance gain in such applications,
the exact number of photons must be measured and monitored. In this contribution we present a method to measure the number
of photons in an optical pulse by using 7 superconducting nanowire single photon detectors (SNSPDs) optically coupled to a
weak laser via a fiber multiplexer. Since a single SNSPD is not sensitive to the number of incoming photons, the optical signal



multiplexing is necessary to measure photon correlations among the channels and thus reconstruct the input photons statistics.
The readout and counting of the photon arrivals is performed with a fast multi-channel Asynchronous-Correlated-Digital-Counter
(ACDC) implemented in the Programmable Logic (PL) of a Xilinx ZYNQ-7020 SoC device. The optical input is given from a
laser diode with wavelength 878 nm, pulsed at a repetition rate of 100 kHz, with a pulse width of 2 ns.

N18: Photodetectors | - SiPM radiation damage

Tuesday, Nov. 1  08:00-10:00 Curie 2
N18-1: Recent Progress in Silicon Photomultiplieres.
Y. Musienko

University of Notre Dame/INR(Moscow), Geneva, Switzerland

This presentation reviews the latest developments in SiPMs, discusses the SiPM properties and problems and gives a speculative
outlook on their future evolution. A special attention is paid to new developments in the field of radiation-hard SiPMs.

N18-2: Study of the Radiation Damage of SiPMs by Neutrons
M. Centis Vignalil, V. Chmill?, E. Garutti!, M. Nitschke!, R. Klanner!, J. Schwandt!

!Institute of Experimental Physics, University of Hamburg, Hamburg, Germany
’Samara State Aerospace University, Samara, Russian Federation

Silicon photomultipliers (SiPMs), thanks to their excellent performance, are becoming the photodetectors of choice for many
applications. One major limitation, in particular for their use at high-luminosity colliders, is the radiation damage by hadrons. In
this work, SiPMs with 4384 pixels of 15x15 pm 2 size produced by KETEK have been irradiated by eactor neutrons to six
fluences up to 10 12 n eq /cm 2 (1 MeV equivalent neutrons). Pulse-height, -V, and C—V easurements with and without
illumination by a LED for temperatures between —30°C and +30°C have been performed. In this paper results from the [-V, and
C-V measurements are shown. The fluence and the temperature dependence of the current and of the SiPM electrical parameters
like pixel capacitance, quenching resistance and breakdown voltage allows to better understand the origin of the dark current and
find ways to reduce the radiation-induced dark-count rate. The results are compared to simulations.

N18-3: A Comparison of Radiation Damage from Gamma Rays and Neutrons in SiPMs
G. David', J. Kierstead', T. Majorosz, J. Molnar’, F. Nagy3, S. Stoll!, B. Ujvariz, C. Woody1

! Physics Department, Brookhaven National Lab, Upton, NY, USA
’Depatrment of Physics, University of Debrecen, Debrecen, Hungary
3 Institute for Nuclear Research, Atomki, Debrecen, Hungary

The effects of radiation damage in SiPMs from gamma rays has been measured and compared with the damage produced by
neutrons. SiPMs from several different manufacturers were exposed to Co-60 gamma rays at the Solid State Gamma Irradiation
Facility at Brookhaven National Lab and the Atomki Institute for Nuclear Research in Debrecen, Hungary, and compared with
similar devices exposed to neutrons Atomki and at the LENS Facility at Indiana University. The gamma ray exposures ranged
from 1 krad to more than 1 Mrad and the neutron exposures ranged from 10"9 n/cm”"2 to 10*13 n/cm”"2. The main effect of
gamma ray damage is an increase in the noise and leakage current in the irradiated devices, similar to what is seen from neutron
damage, but the level of damage is considerably less at comparable high levels of exposure. In addition, the damage from gamma
rays seems to saturate after a few hundred krad, while the damage from neutrons show no sign of saturation, suggestive of
different damage mechanisms in the two cases. Damage due gamma rays from increased optical absorption in the epoxy window
of the SiPMs will also be measured separately. Studies of damage and recovery, along with detailed materials analysis to study
the effects of the damage, will be reported at the conference.

N18-4: Impact of Local Defects on the Dark Count Rate of SiPM
E. Engelmannl, E. Popovaz, F. Wiest’, P. Iskra®, S. Vinogradov4, R. Fojt3, E. Garutti®, W. Hansch'

!Institute for Physics, Universitaet der Bundeswehr Muenchen, Munich, Germany
’National Research University Moscow Engineering Institute, Moscow, Russia
SKETEK GmbH, Munich, Germany

‘P.N. Lebedev Physical Institute, Moscow, Russia

S Institute for Experimental Physics, Universitaet Hamburg, Hamburg, Germany

The decreasing of the dark count rate (DCR) of Silicon-Photomultipliers (SiPM) is a modern challenge, which could lead to an
enormous enhancement of the application range of this promising photo-detector. In this work we exploit the effect called
"micro-plasma emission" in which light is emitted by radiative transitions of charge carriers generated during a micro-cell



breakdown. Using a low light level camera, local defects ("hotspots") with an enhanced dark event rate within the active areas of
the micro-cells could be identified and investigated separately. These spatially confined areas with a diameter of 3-5pm are
randomly distributed over the active area of the detector. A significant contribution up to 55% to the overall dark count rate could
be attributed to 1-5% of the micro-cells. The aim of this work is to generate a deeper understanding of the origin of the hotspots
in order to suppress their occurrence. So far the temperature dependence of their emitted light intensity revealed the generation-
recombination mechanism to be the dominant hotspot-process. We expect the ion implantation to be responsible for the
introduction of the majority of generation-recombination centers to the silicon crystal. Indeed, first experimental results show a
clear dependence of the number and the emission intensity of hotspots on the ion implantation energy. In conclusion, our work
indicates the necessity and provides possibilities for further research of local defects with regard to their suppression.

N18-5: Studies of 1400 Hamamatsu Production SiPM Arrays for the CMS HCAL Phase I Upgrade.
Y. Musienko'?, Y. Andreev’, A. Heeringl, A. Karneyeul’z, V. Postoev?, R. Ruchti!, M. Wayne1

IPhysics, University of Notre Dame, Notre Dame, IN 46556, USA
ZHEP, Institute for Nuclear Research (RAS), Moscow, Russsia

The CMS Barrel (HB) and Endcap (HE) Hadron Calorimeters are scintillator sampling calorimeters with embedded wavelength
shifting fibers (WLS) in scintillator tiles. In 2012 the HCAL Phase I upgrade was approved for the increased luminosity
(5*%10"34) of SLHC. A key aspect of the HCAL upgrade is to add longitudinal segmentation to improve background rejection,
energy resolution and scintillator radiation damage compensation. The increased segmentation can be achieved by replacing the
hybrid photodiodes (HPDs) with silicon photomultipliers (SiPMs)). The SiPMs for the CMS HCAL upgrade have to operate in a
very hostile HL LHC radiation environment (we expect a maximum total dose of 10"12 n/cm”2 for an integrated luminosity of
3000 fb"-1). They should have good linearity for a wide range of scintillating signals and excellent reliability. During the last few
years we have successfully completed the R&D for instrumentation of SiPMs for the Phase 1 upgrade of HE/HB in 2017 and
2018. After successful production of 200 8-channel SiPM arrays Hamamatsu was selected as a vendor for the CMS HE Phase I
upgrade project. Here we report the results of our measurements on 1400 production Hamamatsu 8-channel SiPM arrays . An
overview of the results of our measurements of the most important SiPM parameters is reported in this presentation. Results from
a study on the radiation hardness of silicon photomultipliers (SiPMs) are also presented. The SiPMs were exposed to neutrons at
fluences up to 2x10"12 n/cm”2. The SiPM's main parameters were measured before and after irradiation. The effects of the
neutron radiation on breakdown voltage, quenching resistance value, gain, photon detection efficiency and dark current for these
devices are shown and discussed.

N18-6: Efficient Positioning of Silicon Photomultipliers on Large Scintillation Crystals
P. R. Menge, K. Yang, M. McLaughlin, B. Brian

Saint-Gobain Crystals, Hiram, OH, United States

Silicon photomultipliers (SiPMs) are attractive replacements for photomultiplier tubes (PMTs) when compact geometry and low
power draw are important. However, many radiation detector applications require large volumes of monolithic scintillator, which
can pose a problem for the use of SiPMs in such applications. Single device SiPMs are smaller than 1 cm2 and large scintillators
require an array of SiPMs or a large number of individual units to efficiently detect the light. When multiples of SiPMs are used,
the dark count noise and cost increase proportionally with the surface area covered. As of 2016, SiPMs are roughly 5x the price
of PMTs on a per cm2 basis. When too few SiPMs are used, non-uniformity of light collection degrades the energy resolution of
the detector. Strategic placement of a limited number of SiPMs on a large scintillator can reduce the number of SiPMs necessary
and decrease the cost-to-performance ratio. Simulations and experiments are being performed to find general guidelines
regarding optimal positioning of SiPMs on large Nal(T1) crystal scintillators. For example, if the SiPMs are placed near edges
and vertices on a polished cuboid face, the number of SiPMs necessary to achieve adequate energy resolution need only cover
30% or less of the light output face.

N18-7: Ultra-High-Density Silicon Photomultipliers with Improved Effective-Fill-Factor and Detection
Efficiency

F. Acerbil, A. Gola!, A. Ferri!, G. Zappalal, Y. Musienko?, A. Heeringz, G. Paternoster!, C. Piemonte', R. C. Ruchti, N. Zorzi'
]FBK, Trento, Italy

2 CERN, Genevra, Switzerland

University of Notre Dame, Paris, France

During last years, Fondazione Bruno Kessler (Trento) developed a “high-density” (HD) Silicon photomultipliers (SiPM)
technology. HD-SiPM features narrow trenches to separate the SiPM microcells, obtaining small cells with high fill-factor (FF)
and thus high Photon Detection Efficiency (PDE). We pushed this technology further and developed the ultra-high density RGB
SiPM (RGB-UHD), with extremely low cell size. The devices have cell pitches between 7.5um and 12.5pm, arranged in a
honeycomb configuration, corresponding to a cell density between 20500 and 7400 cells/mm2, respectively. The main issue of



such small cells was the active area border effect which dramatically reduces the effective FF. In this contribution we describe
the new version of UHD SiPM, with a “new guard ring” (NGR) structure with engineered doping profiles leading to a reduction
of the border transition region. Thanks to this technology we were able to have functioning SiPM with 5Sum-size pitch. This
device features a cell density of 46190 cells/mm2 with a FF of ~40%, and a PDE reaching 15%. Another important feature of this
SiPM is the recovery time constant which is shorter than 5 ns. Such characteristics are of great interest in applications that require
high dynamic range, like detection of high energy gamma rays, or applications requiring a good resistance to radiation damage,
such as the CMS ECAL upgrade. In the conference we will describe in detail the performance of the new UHD SiPM technology.

N19: Circuits for readout of pixel detectors in photon science

Tuesday, Nov.1 10:30-12:00 Cassin
N19-1: Characterization of a Photon Counting CHASE Jr. Chip in a 40nm CMOS Process with the C8P1

Charge Sharing Correction Algorithm Using a Collimated X-Ray Beam.
A. Krzyzanowska', P. Maj', G. Deptuch'?, R. Szczygiel', P. Grybos'

' AGH University of Science and Technology, Krakow, Poland
2ASIC Development Group of Electrical Engineering Department of Particle Physics Division, Fermi National Accelerator
Laboratory, Batavia, USA

In hybrid pixel detectors charge sharing phenomenon occurs when charge generated in a detector as a result of photon interaction
is collected by more than one pixel. This effect may introduce serious problems in detection systems such as missing some of the
events or incorrect photon energy detection. The C8P1 algorithm for charge sharing compensation was implemented in the chip
CHASE Jr. that was characterized for the first time using synchrotron radiation. The tests aimed at verification of charge sharing
elimination possibilities. The influence of the global threshold settings, detector bias voltage as well as uniformity of the channels
analog parameters on the algorithm performance is studied. The complex architecture of the chip, including the C8P1 algorithm
implementation is described in details. The newest results from the synchrotron test prove that the charge sharing elimination
algorithm enables retrieving total photon energy and registering proper number of hits even when events occur at pixel borders
for the photon energy equal to 8keV.

This work was supported by National Science Center, Poland under Contract UMO_2013/09/B/ST7/01627.

N19-2: IBEX: Versatile Readout ASIC with Spectral Imaging Capability and High Count Rate Capability
M. Bochenek, S. Bottinelli, C. Bronnimann, T. Loeliger, R. Schnyder

DECTRIS Ltd., Baden-Daettwil, Switzerland

IBEX is a novel IC developed at DECTRIS Ltd. and dedicated for readout of Hybrid Photon Counting (HPC) semiconductor
pixel detectors. The IBEX chip is a radiation tolerant design fabricated in the 110 nm CMOS technology. It has dimensions of
19.27 mm x 19.76 mm and comprises of 65536 pixels. The pixel size is 75 pm x 75 pm. A so-called merging mode allows for an
increased pixel size of 150 pm x 150 um. The pixel readout electronics supports electron and hole collection, and consists of a
charge sensitive preamplifier with a programmable gain, a shaper and two comparators that allow for two independent energy
thresholds. In the merging mode the number of energy thresholds is increased up to four. To minimize the energy threshold
dispersion at comparator inputs 6-bit trim DACs are available. The ASIC can operate in the continuous readout mode with two
independent 16-bit counters or in the high dynamic range mode with one 32-bit counter following the comparator. The IBEX
chip features counter overflow handling and an instant retrigger technology with an adjustable dead time for an improved high-
rate counting performance. The maximal count rate measured with the IBEX chip DC-coupled with a Silicon sensor is 1.7E7
photons per second and pixel. The ASIC offers a selectable external data bus width of 4, 8, or 16-bit.

N19-3: A Time Interleaved, 10 Bit SAR ADC with Split Capacitor DAC for Diffraction Imaging at X-Ray
FELs
L. Lodola'?, P. Malcovati"? L. Ratti"*, C. Vacchi'?

! Department of Electrical, Computer and Biomedical Engineering, Universita di Pavia, Pavia, Italy
INFN, Pavia, Italy

The PixFEL project aims at substantially advancing the state of the art in the field of 2D X-ray imaging for application at the next
generation free electron laser (FEL) facilities, through the adoption of cutting-edge microelectronic technologies and innovative
design and architectural solutions, building a large area focal plane detector based on an active edge sensor interconnected to a
dual layer front-end chip with on board memory. For this purpose, the collaboration is developing the fundamental
microelectronic building blocks for the readout channel including a low noise analog front-end with dynamic compression
feature, a high resolution and low power ADC and high density memories. This work focuses on the design and characterization
of the ADC. An interleaved SAR ADC architecture was adopted to obtain a good trade-off between power, conversion speed and



area occupation. The design is being carried out in a 65 nm CMOS technology. Different test structures have been designed and
tested, with an area going from 0.00563 mm?2 to 0.0072 mm?2. The maximum DNL and INL obtained from the most promising
structure are 1 LSB and 3.5 LSB, respectively. The input noise is around 0.4 LSB. From simulation, the power consumption is 85
uWw.

The activity leading to the results presented in this paper was carried out in the framework of the PixFEL project, funded by the Italian Institute
for Nuclear Physics (INFN).

N19-4: Counting Integrating Pixel Readout Chip for Medical and Photon Science Applications
R. Leys, R. Blanco, 1. Peric

IPE, University of Karlsruhe, Eggenstein-Leopoldshafen, Germany

A multi purpose pixel readout ASIC has been implemented in UMC 180nm technology. The ASIC can both count the charge
signals and measure the charge integral in a wide dynamic range. The chip has been implemented within a full mask run, which
allows different post processing such as implementation of through silicon vias and redistribution layer routing. Different matrix
connection options are presented for this production run, like the use of through silicon vias (TSV), enabling studying different
connection schemes using multiple ASICs to create large sensor arrays. Ongoing Measurement results will be presented in the
final talk.

N19-5: A Pixel Readout with Asynchronous Approximation of a Center of Gravity of a Charge Distribution
from a Radiation Conversion Event
P. Otfinowski, G. Deptuch, P. Maj

Department of Measurement and Electronics, AGH University of Science and Technology, Cracow, Poland

This work presents a new method in solving the negative effects of charge sharing phenomenon, which occurs when a charge
generated by an x-ray photon inside the active volume of a semiconductor detector is divided by two or more readout channels.
Unlike in existing solutions, where the hit position is determined through additional analog signal processing, the presented
approach relies on algorithms known from binary image processing to find the center of gravity of an area affected by a single
photon hit.

Presented approach has a few advantages over the already presented solutions. Most of the processing is done in the digital
domain, therefore the required analog circuitry is significantly limited, consisting only of the typical blocks found in a
conventional imaging system. The operation is fully asynchronous, therefore no extra clock signal is necessary and the impact on
hit processing speed is negligible. Additionally, the algorithm yields valid results even when the area affected by a single charge
cloud is larger than 2 X 2 pixels.

This work presents the details of the algorithm’s implementation and performance metrics. For that purpose, the test chip has
been designed in CMOS 55 nm process. It consists of a matrix of 16 X 16 pixels, containing only the implementation of the
algorithm in digital domain — the signals corresponding to the discriminators outputs are generated off-chip, to simplify the
verification procedure.

This work was supported by National Science Centre, Poland, according to the decision UMO-2014/13/B/ST7/01168.

N19-6: Ultra Fast Single Photon Counting Chip with Through Silicon Vias
P. Grybosl, K. Kasinski', P. Kmon', R. Szcztgiell, K. Zischke?

! Department of Measurement and Electronics, AGH University of Science and Technology, Krakow, Poland
Fraunhofer IZM, Berlin, Germany

Nowadays, single photon counting pixel hybrid detectors are becoming increasingly popular in high energy physics, X-ray
detectors for synchrotron applications and medical imaging. Readout chips for these detectors usually have the area of a few

cm’ and are designed to be abutted on 3 sides. However many applications require large area detectors without dead zone. The
TSV option aims to minimize the dead area for a 4-sided buttable large area detector tile. AGH Krakow and IZM Berlin have
undertaken a common effort to apply TSV technology to the readout integrated circuit called UFXC32k (Ultra Fast X-ray Chip
with 32k channels) with pixel pitch of 75um, an area of 2 cm?, containing approximately 50 million transistors. Dead time in the
front-end can be set as low as 85 ns. In the continuous readout mode a user can select the number of bits read out from each pixel
to optimize the UFXC32k frame rate. The TSVs were applied to the IO pads of UFXC32k wafers. Each wafer contains about 110
chips and each chip has 87 10 pads for TSV processing. The TSV diameter 20 pm was chosen and the wafers were thinned to
100 pm. The redistribution layer and the array of pads for solder bumping were distributed at the bottom side of the chips. The
UFXC32k chips with TSVs were bump bonded to silicon sensors of 320 um thick and the chip-detector modules were attached to
LTCC boards.



This work is supported by the National Center for Research and Development, Poland PBS1/A3/12/2012 in the years 2012-2016.
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N20-1: Parallel-Plate Avalanche Counter with Optical Readout (O-PPAC): a New Detector Concept for

Heavy-Ions Tracking and Imaging.
M. Cortesi, J. Yurkon, A. Stolz

National Superconducting Cyclotron Laboratory, Michigan State University, East Lansing, USA

We report the development of a novel gaseous detector concept consisting of a parallel-plate avalanche counter filled with high-
yield scintillating gas (i.e. CF4) and equipped with an optical readout (O-PPAC). The latter is based on arrays of small-area,
collimated photo-sensors (SiPM or APD), positioned around the four sides of the PPAC’s effective area. Compared to other more
conventional charge-readout detector technologies, the O-PPAC has several noteworthy advantages, including a fast pulse
propagation (good time resolution); insensitivity to electronic noise or RF pick-up problems because the readout is decoupled
from the electron avalanche volume; no space charge limitations when operated in streamer mode (which allows high counting
rate and large dynamic range with respect to the particle’s mass and energy); good detection efficiency due to a large light yield;
more uniform response and less angular/energy straggling due to a lower material budget. We present first experimental results
with a test-bench detector system, comprising a small-area parallel-plate avalanche counter readout by a single SiPM; the
detector was irradiated with 5.5 MeV alphas. This simple prototype allows the investigation of the charge-light correlation in
CF4, including dependence of electroluminescence yield on pressures and electric field applied to PPAC, time resolution
measurement and effect of residual impurities on detection efficiency. In addition, we present a systematic Monte Carlo
simulation study focused on O-PPAC geometry optimization and detector performance evaluation; we have found that the
optimal detector assembling provides a sub-millimeter localization capability and sub-ns time resolution. Applications of the O-
PPAC include tracking, imaging and time-of-flight measurements for heavy-ions experiments, position-sensitive transmission
detector for beam diagnostics in hadron-therapy, heavy-ions range radiography, and Compton scattering gamma-ray imaging
camera.

N20-2: Design of a Mezzanine Card with Bandwidth Aggregation for HPGe Gamma Spectroscopy
J. Collado, V. Gonzalez, J. M. Blasco, E. Sanchis

Electronic Engineering, Universitat de Valencia - ETSE, Burjassot (VALENCIA), Spain

In experimental nuclear physics, HPGe segmented detectors are used to provide high energy resolution of the gamma rays.
Besides, 4pi configuration is common to get a full coverage of the interaction point and detection of all the products of the
collisions. In this type of experiments, the number of electronic channels can be high (>100) and also the sampling frequency of
the digitizing system (>100 Msps). This results in a high data rate per channel (> 2 Gbps) and thus a high aggregated bandwidth
to process. In principle, this problem can be solved using a parallel data acquisition system where the input channels (commonly
arriving through optical fibers) are read and processed accordingly to its bandwidth capacity. As a result of this limitation a high
number of replicated electronics must be used that incur in high costs. However, Ethernet switch technology provides a way to
compress the number of input channels taking profit of the high-performance FPGA devices presently available which can
manage input link of up to 10 Gbps. So, data aggregation may increase the compactness of the processing system and reduce the
number of replicated electronics.

This paper presents the design of an input data mezzanine with four SNAP12 optic links receiving 38 2Gbps channels. Inside the
mezzanine, 1 to 4 multiplexing aggregation is implemented reducing the 38 input channels to ten 8 Gbps output lines through a
FMC connector. The FMC Mezzanine can be controlled from a FMC master by SPI with an internal low cost and low power
FPGA. This FPGA is seen by the FMC master as a standalone intelligent device without the need of an active slow control.

N20-3: Characterization of New Generation Silicon Detector: SIRIUS Tunnel “Stripy-Pad” Detector
P. Brionnet

IPHC Strabourg, Strasbourg, France
On behalf of the SIRIUS collaboration

SIRIUS (Spectroscopy & Identification of Rare Isotopes Using S3) is a detection system designed for the final focal plane of S3
(Super Separator Spectrometer) which is part of the SIPRAL?2 facility. It is optimized for the study of very low production cross
section such as exotic and super-heavy nuclei. This study presents the characterization of the tunnel silicon detector for SIRTUS.
Based on the state-of-art in silicon detector, this new “Strippy-Pad” detector design benefits from ultra high resistivity and
windowless technique from MICRON. The prototype and pre-series detectors were tested at Strasbourg on our innovative test
bench with new fast preamplifiers (from CREMAT) and with our digital electronics (TNT2 Card). Beside the very good



resolution obtained (better than 16 keV @ 9MeV for alpha particles) those detectors allow us to perform online electron/alpha
particle discrimination on the basis of pulse shape analysis with very good performance and very simple arguments.

N20-4: Experimental Evaluation of the Dynamic Range of the FARCOS Microstrip Frontend with a Pulsed
Proton Beam
A. Castoldi', C. Guazzoni!, S. Maffessanti!, T. Parsani!, L. Carraresi®, C. Czelusniak®

'Politecnico di Milano, DEIB and INFN, Sezione di Milano, Milano, Italy
2Universita degli Studi di Firenze, Dip. Fisica e Astronomia and INFN, Sezione di Firenze, Italy, Firenze, Italy

FARCOS features high angular and energy resolution to reconstruct the particle’s momentum at high precision and be capable of
performing correlation measurements of LCPs and of LCPS and IMFs. In 2016 the first telescopes of FARCOS (Femtoscope
ARray for Correlation and Spectroscopy) will be fully instrumented. A key feature of FARCOS is the capability to operate pulse-
shape analysis in order to fully identify the particles stopping even in the first detection layer. All the aforementioned
requirements push a lot the frontend specs especially in terms of dynamic range (up to half GeV with 4 different selectable
values) and of energy resolution (of the order of 10 keV FWHM). 16-channel charge preamplifiers are integrated in a single chip
in AMS 0.35um C35B4C3 technology. A dedicated frontend board houses 2 ASICs and the linedrivers needed to provide a
differential output and to drive the several-meter long connections. In order to probe experimentally the performance on beam
and the achievable dynamic range of the FARCOS frontend system, we exploited the pulsed monoenergetic proton beam of one
of the beamlines of the 3MV Tandetron accelerator of the LaBEC (Laboratorio di Tecniche Nucleari per i Beni Culturali of
INFN), Sesto Fiorentino (FI), Italy. The bunch multiplicity can be increased up to cover the full designed dynamic range. From
the measured histogram, by least square fitting of each proton peak one can derive the centroid, integral non linearity and
resolution as a function of the deposited energy. The presentation will focus on the designed frontend system and on the results of
the qualification of the system, together with the design of the final version of the frontend equipping the FARCOS telescopes.

This work has been supported by INFN in the framework of the EXOCHIM and NEWCHIM experiment.

N20-5: Spectroscopic Measurement of L X-Rays Emitted from a ***Cm Source with a TES Microcalorimeter
K. Machata!, T. Sugimotol, N. lyomotol, K. Ishibashi', K. Nakamura?, Y. Morishita, K. Takasaki’, K. Mitsuda>

! Department of Applied Quantum Physics and Nuclear Engineering, Kyushu University, Fukuoka, Japan
2Japan Atomic Energy Agency, Ibaraki, Japan
3 Japan Aerospace Exploration Agency, Sagamihara, Japan

Spectroscopic measurement of L X-ray is one of important techniques for the non-destructive assay of transuranium (TRU)
elements. L X-rays of the energy ranging from 10 keV to 25 keV are emitted following internal conversion after the a-decay of
TRU elements. High purity germanium semiconductor detectors have been used in spectroscopic measurement of L X-rays
emitted from TRU elements so far. However, the accurate identification of L X-ray peaks is difficult due to the insufficient
energy resolution of the detector and slightly differences between the L X-ray lines. Recently, transition-edge-sensor (TES)
microcalorimeters have been developed for spectroscopic measurements of X- and gamma-rays with excellent energy resolution.
In this work, a TES microcalorimeter was operated for spectroscopic measurement of Pu L X-rays emitted from a **Cm source.
Energy spectrum of plutonium L X-rays was obtained by processing detection signal pulses with using an optimal filtering
method. In the obtained energy spectrum, peaks of Pu L X-ray were clearly identified with the full-width at half maximum
(FWHM) energy resolution better than 50 eV. In peak fittings, natural line width of L X-ray emission and an impulse response of
the detector was approximated by Lorentzian distribution and Gaussian distribution, respectively. The FWHM energy resolution
of the TES microcalorimeter was obtained to be 43 eV at Pu L,; X-ray peak of 14.28 keV with natural line width of 12.20 eV.
Experimental result shows that L X-ray peaks of TRU elements can be identified by using the TES microcalorimter with a high
precision.

This work was financially supported by a Grant-in-Aid for Scientific Research (B) (24360397) from the Japan Society for the Promotion of
Science.

N20-6: Measurement of the 19F(alpha,n)22Na Reaction Cross Section for Nuclear Safeguards Science
S.J. Thompsonl, W. A. Peters®’, M. S. Smith?, S. T. Pittman® R. R. C. Clement*, S. D. Pain®, M. Febrarro®®, K. Smith®,
K. A. Chipps?, C. Reingold®, W. P. Tan’, D. W. Bardayan’, S. Ilyushkin®, M. M. Grinder', J. A. Cizewski®

!Nuclear Nonproliferation, Idaho National Laboratory, Idaho Falls, ID, USA
2Physics, Oak Ridge National Laboratory, Oak Ridge, TN, USA

3University of Tennessee, Knoxville, TN, USA

‘us. Airforce, Brevard, FL, USA

5University of Michigan, Ann Arbor, MI, USA

6Rutgers University, New Brunswick, USA



7University of Notre Dame, Notre Dame, IN, USA
8Colorado School of Mines, Golden, CO, USA

Alpha particles emitted from the decay of Uranium in a UF6 matrix can interact with Fluorine and generate neutrons via the

19F (alpha,n)22Na reaction. These neutrons can be used to determine the Uranium content in a UF6 storage cylinder. The
accuracy of this self-interrogating, non-destructive assay (NDA) technique is, however, limited by the large uncertainty of a
critical input for NDA simulations: the probability (cross section) of the 19F(alpha,n)22Na reaction. We have measured this cross
section by bombarding thin LaF3 targets with 4He beams from an accelerator at the Nuclear Science Laboratory at the University
of Notre Dame. We collected over 4000 neutron time-of-flight spectra with an array of plastic scintillator bars at 135 different
alpha bombarding energies ranging from 4 — 6.7 MeV with energy steps of 25 keV. This energy range covers what is needed for
most NDA studies. We also performed a complementary measurement of this reaction over four targeted energy ranges with a
19F beam and a 4He gas target at Oak Ridge National Laboratory, using 5 keV-wide energy steps. From these data sets, we have
determined an absolute cross section for 19F(alpha,n)22Na to an average precision of 7% from 4 — 6.7 MeV alpha bombarding
energies. We will present details of our measurements and demonstrate its impact on NDA applications. This new cross section
enables improved interpretations of NDAs of containers of any fluorinated actinide compound of arbitrary size and configuration.

Research supported by the Office of Defense Nuclear Nonproliferation R&D in the National Nuclear Security Administration (NNSA), US
Department of Energy under contract DE-AC05-000R22725 with Oak Ridge National Laboratory, managed and operated by UT-Battelle, LLC.
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N21-1: Status and Test Beam Results for the sSPHENIX Calorimeter Systems
A. M. Sickles

University of lllinois, Urbana, IL, US
On behalf of the SPHENIX Collaboration

The sPHENIX Collaboration is planning a major upgrade to the PHENIX experiment at RHIC that involves building an entirely
new spectrometer based around the former BaBar solenoid magnet that will enable a comprehensive study of jets and heavy
quarkonia in relativistic heavy ion collisions. It will include two new calorimeter systems, one electromagnetic and one hadronic,
that will cover an acceptance of £1.1 units in pseudorapidity and 2? in azimuth. The hadronic calorimeter (HCAL) will be a steel
plate and scintillating tile design that is read out with wavelength shifting fibers and silicon photomultipliers. It will be divided
into two sections: an Inner HCAL situated inside the magnet and an Outer HCAL located outside the magnet. The
electromagnetic calorimeter will be a SPACAL design consisting of a tungsten powder epoxy matrix absorber with embedded
scintillating fibers which are also read out with silicon photomultipliers. Prototypes of all three calorimeter detectors have been
built and tested in the test beam at Fermilab in April of 2016. Results from those tests, along with a detailed comparison to Monte
Carlo simulations, will be presented in this talk.

N21-2: The Light Collection Non-Uniformity of Strongly Tapered PWO Crystals and Its Impact on the Energy
Resolution of the PANDA Electromagnetic Calorimeter in the Energy Region below 1 GeV
S. Diehl, K.-T. Brinkmann, P. Drexler, V. Dormenev, R. W. Novotny, C. Rosenbaum, H.-G. Zaunick

2nd Physics Institute, University Giessen, Giessen, Germany

The electromagnetic calorimeter (EMC) of the PANDA detector at the future FAIR facility comprises more than 15,000 lead
tungstate (PWO) crystals. The barrel part will consist of 11 crystal geometries with different degree of tapering, which causes a
non-uniformity in light collection as an interplay between the focusing and the internal absorption of the light. For the most
tapered crystals the detected light is enhanced by 40%, if the scintillation light is created in the front part of the crystal. Due to the
shower development and its fluctuations the non-uniformity leads to a reduction of the energy resolution. To reduce this effect,
one lateral crystal side face has been depolished to a roughness of 0.3 pm. Measurements confirm an increase of the light yield in
the rear part of the crystal. In contrast, only a slight decrease can be observed in the front part. The overall non-uniformity is
significantly reduced below 5%. This paper will discuss the experimental studies based on GEANT4 and optical simulations to
understand the impact of a de-polished side face on the light collection. For consequences on the future performance, a 3x3 sub-
array of de-polished crystals was directly studied using a tagged photon beam in the energy range from 50 MeV up to 800 MeV,
respectively, performed at the tagged photon facility at MAMI, Mainz. The comparison to an array composed of polished crystals
confirms a significant improvement of the energy resolution in the region above 200 MeV, resulting in a reduction of the constant
term of the energy resolution from more than 2 % down to 0.5 % and only a small increase of the statistical term. The results can
be reproduced in GEANT4 simulations.

The project is supported by BMBF, GSI and HIC for FAIR.



N21-3: The Combined Electromagnetic Calorimeter of the CMD-3 Detector.
V. F. Kazanin

Budker Institute of Nuclear Physics, Novosibirsk, Russian Federation
On behalf of the CMD-3 Collaboration

The Cryogenic Magnet Detector 3 (CMD-3) detector has been collecting data since 2010 at the e'e” accelerating complex VEPP-
2000 at the Budker Institute of Nuclear Physics in Novosibirsk, Russia. The complex VEPP-2000 uses the novel round beam
technique and provides a high luminosity in the range from 0.3 to 2 GeV in c.m. The main physics goal of the CMD-3
experiment is the study of the e'e” annihilation into hadrons. The CMD-3 is a general-purpose detector which with high
efficiency for both charge and neutral particles.

One of the principal detecting system is a joint electromagnetic calorimeter that purposed to register photons and measure its
parameters in all energy range. The calorimeter is unhomogenius with coverage of almost 4p solid angle and consists of the
barrel calorimiter, based on Liquid Xenon and Csl crystals, and endcap calorimeter, based on BGO crystals. The main parameters
and resolutions of the calorimeters are presented.

N21-5: Liquid Xenon Detector with VUV-Sensitive MPPCs for the MEG Experiment Upgrade

S. Ogawa
The University of Tokyo, Tokyo, Japan
On behalf of the MEG II Collaboration

The MEG II experiment is an upgrade of the MEG experiment to search for the charged lepton flavor violating decay of muon, p
— ¢?. The MEG II experiment is expected to reach a branching ratio sensitivity of 4 x 107", which is one order of magnitude
better than the sensitivity of the current MEG experiment. The performance of the liquid xenon (LXe) ?-ray detector will be
greatly improved with a highly granular scintillation readout realized by replacing 216 photomultiplier tubes (PMTs) on the ?-ray
entrance face with 4092 Multi-Pixel Photon Counters (MPPCs). For this purpose, we have developed a new type of MPPC which
is sensitive to the LXe scintillation light in vacuum ultraviolet (VUV) range, in collaboration with Hamamatsu Photonics K.K.
The MPPC has been tested, and an excellent performance has been confirmed including high photon detection efficiency (> 15%)
for LXe scintillation light. An excellent performance of the LXe detector has been confirmed by Monte Carlo simulation based
on the measured properties of the MPPC. The construction and the commissioning of the detector is in progress, aiming to start
physics data taking in 2017. The performance of the VUV-sensitive MPPC will be reported, as well as the preliminary results of
the detector commissioning.

N22: Gaseous detectors I: Development of Techniques |
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N22-1: Modeling Impurity Concentrations in Liquid Argon Detectors

Y. Li!, C. Thorn!, X. Qian', W. Tangl, J. Joshi!, J. Stewart', M. Diwan', S. Kettell!, W. Morse!, T. Tsangz, T. Rao®
! Physics Department, Brookhaven National Laboratory, Upton, NY, 11973

Instrumentation Division, Brookhaven National Laboratory, Upton, NY, 11973

We present a simple mathematical model of the dynamics of impurity distribution in liquid argon detectors. This model considers
the dominant sources, sinks, and transport of the impurity between and within the gas and liquid phases of a detector. We use this
model to extract Henry's coefficients for oxygen and water from the time dependence of the impurity concentration in the liquid
phase, while the gas in the detector volume is being purified. We find that Henry's coefficient for oxygen in liquid argon is 0.95,
in agreement with previous measurements by other methods. For water, we obtain the first measured value of Henry's coefficient
in liquid argon of ~1.0. This value is in rough agreement with the value estimated from the ideal solution theory using an
extrapolation of the water vapor pressure.

N22-2: A Novel Technique for the Measurement of the Avalanche Fluctuation of Gaseous Detectors Using
Laser-Induced Tracks

T. Ogawa

Graduate University for Advanced Studies (SOKENDAI), Tsukuba, Japan

On behalf of the LCTPC-Asia Collaboration

Gas amplification of the electrons created by X-rays, UV photons, or charged particles plays an essential role in their detection
with gaseous detectors. It acts as “preamplifier” with a sufficient gain. However, its gain fluctuates because of avalanche
statistics, thereby degrading the energy resolution for monochromatic X-rays. For large Time Projection Chambers (TPCs) the



azimuthal spatial resolution at long drift distances is partly limited by the relative variance of the gas gain for single drift
electrons. Conventionally, avalanche fluctuations are estimated from the gas-amplified charge spectrum for single electrons
created by a UV lamp or a laser. We have developed a novel technique for the measurement of the relative variance of avalanche
fluctuation ( f ) using laser-induced tracks, exploiting the fixed cluster size of one for each ionization act along the tracks. The
primary electrons are multiplied by a gas amplification device, and then collected by several readout pad rows arranged along the
laser beam. The signal charges on adjacent pad rows are compared for each laser shot. The value of f is estimated from the width
of the distribution of their differences using a straightforward relation. The technique is relatively simple and requires a short
data-taking time of several tens of minutes. Furthermore, it is applicable for low gas gains. We present the experimental setup as
well as the measurement principle, and the results obtained with a stack of Gas Electron Multipliers (GEMs) for several gas
mixtures.

N22-3: Performance of New High-Precision Muon Tracking Detectors for ATLAS
H. K. Kroha, O. Kortner, E. Takasugi

Max-Planck-Institut fuer Physik, Munich, Germany

The goals of the ongoing and planned ATLAS muon detector upgrades are to increase the acceptance for precision muon
momentum measurement and triggering and to improve the rate capability of the muon chambers in the high-background regions
corresponding to the increasing LHC luminosity. Small-diameter Muon Drift Tube (sMDT) chambers have been developed for
these purposes. With half the drift-tube diameter of the current ATLAS Muon Drift Tube (MDT) chambers with 30 mm drift tube
diameter and otherwise unchanged operating parameters, the sSMDT chambers share all the advantages of the MDTs, but have an
about an order of magnitude higher rate capability and can be installed in detector regions where MDT chambers do not fit in.
The construction of twelve chambers for the feet regions of the ATLAS detector (see Fig.1) is currently in progress for the
installation in the winter shutdown 2016/17 of the LHC. The purpose is to increase the acceptance for three-point measurement
which will substantially improve the muon momentum resolution in these regions. An unprecedentedly high wire positioning
accuracy of 5 microns has been achieved in the construction of these chambers.

N22-4: Development of the Next-Generation Micro Pixel Chamber-Based Neutron Imaging Detector (uNID)
for Energy-Resolved Neutron Imaging with High Rate and High Spatial Resolution at the J-PARC/MLF

J. D. Parker', M. Harada®, H. Hayashidal, K. Hiroi?, T. Kai®, Y. Matsumoto', K. Oikawa®, M. Segawaz, T. Shinohara®, Y. Su?,
A. Takada®, S. Zhang', T. Tanimori’, Y. Kiyanagi*

'R&D Division, CROSS-Tokai, Tokai, Ibaraki, Japan

2J-PARC Center, Japan Atomic Energy Agency, Tokai, Ibaraki, Japan
3Graduate School of Science, Kyoto University, Kyoto, Japan

“Graduate School of Engineering, Nagoya University, Nagoya, Aichi, Japan

The Energy-Resolved Neutron Imaging System RADEN, located at beam line BL22 of the J-PARC Materials and Life Science
Experimental Facility (MLF) in Japan, is the world’s first dedicated high-intensity, pulsed neutron imaging beam line. In addition
to conventional radiography and tomography, recently-developed energy-resolved neutron imaging techniques are used to
directly image the macroscopic distribution of microscopic properties of bulk samples in situ, including crystallographic structure
and internal strain (Bragg-edge transmission), nuclide-specific density and temperature distributions (resonance absorption), and
internal/external magnetic fields (polarized neutron imaging). To carry out such measurements in the high-rate, high-background
environment at RADEN, we use cutting-edge detector systems employing micropattern detectors and data acquisition systems
based on Field Programmable Gate Arrays to provide the necessary sub-ps time resolution for accurate measurement of neutron
energy by time-of-flight, high counting rates, and event-by-event background rejection. One such detector, the Micro Pixel
Chamber-based Neutron Imaging Detector (uUNID), provides a spatial resolution of 120 pm (s), time resolution of 0.6 ps, 18%
detection efficiency for thermal neutrons (He-3 for conversion), and effective gamma sensitivity of less than 10"'2. We have
recently increased the rate capacity from 600 kcps to more than 4 Mcps via an upgrade of the front-end electronics and tested a
new gas mixture with increased electron drift velocity for improved rate performance, decreased electron diffusion for improved
spatial resolution, and an increased He-3 fraction. We have also developed new readout planes with strip pitches of 280 pm and
215 um, down from 400 pm, with corresponding improvement in the spatial resolution expected. In this presentation, we will
discuss the ongoing development of the uNID and show results of recent on-beam tests performed at RADEN.

N22-5: The RDS1 Collaboration i; 2 Development of Micro Pattern Gas Detectors Technology
T. Geralis

INPP, NCSR Demokritos, Athens, Greece
On behalf of the RD51 Collaboration

Driven by the availability of modern photolithographic techniques, Micro Pattern Gas Detectors (MPGD) have been introduced
at the end of the 20th century by pioneer developments: Microstrip Gas Chambers (MSGC), Gas Electron Multipliers (GEM) and



Micromegas, later followed by thick-GEM (THGEM), resistive GEM (RETGEM) and other novel micro-pattern devices.
Nowadays intensive R&D activities in the field of MPGDs and their diversified applications are pursued by the large CERN-
RD51 collaboration. The aims are to facilitate the development of advanced gas-avalanche detector concepts and technologies
and associated electronic-readout systems, for applications in basic and applied research. MPGD systems now offer robustness,
very high rate operation, high precision spatial resolution (sub 100-micron), and protection against discharges. MPGDs became
important instruments in current particle-physics experiments and are in development and design stages for future ones. They are
significant components of the upgrade plans for ATLAS, CMS, and ALICE at the LHC, exemplifying the beneficial transfer of
detector technologies to industry. Beyond their design for experiments at future facilities (e.g. ILC), MPGDs are considered for
rare-event searches, e.g. dark matter, double beta decay and neutrino scattering experiments. Detectors sensitive to x-rays,
neutrons and light are finding applications in other diverse areas such as material sciences, hadron therapy systems, homeland
security etc. The areas of research activities within the RD51 MPGD collaboration includes detector physics & technology,
model simulations, , readout electronics, production techniques, common test facilities, and applications. By this broad coverage
RDS51 brings together leading experts in the field of detector science and detectors users, resulting in effective progress over a
wide array of applications. This talk will review the activities of the RD51, its major accomplishments so far, and future plans.

N22-6: Construction of Triple-GEM Detectors Using Commercially Manufactured Large GEM Foils
M. Posik, B. Surrow

Temple University, Temple University, Philadelphia, PA, United States

Many experiments are currently using or proposing to use large area GEM foils in their detectors, which is creating a need for
commercially available GEM foils. Currently CERN is the only main distributor of GEM foils, however with the growing interest
in GEM technology keeping up with the increasing demand for GEMs will be difficult. Thus the commercialization of GEMs up
to 50 $\times$ 50 cm$”2$ have been established by Tech-Etch Inc. of Plymouth, MA, USA using the single-mask technique.
The electrical performance and optical quality of the single-mask GEM foils have been found to be on par with those produced
by CERN. The next critical step towards validating the Tech-Etch GEM foils is to test their performance under physics
conditions. These measurements will allow us to quantify and compare the gain and efficiency of the detector to other triple-
GEM detectors. This will be done by constructing four single-mask triple-GEM detectors, using foils manufactured by Tech-
Etch, which follow the design used by the STAR Forward GEM Tracker (FGT). The stack is formed by gluing the foils to the
frames and then gluing the frames together. The stack also includes a Tech-Etch produced high voltage foil and a 2D $r-\phi$
readout foil. While one of the four triple-GEM detectors will be built identically to the STAR FGT, the other three will
investigate ways in which to further decrease the material budget and increase the efficiency of the detector by incorporating
perforated Kapton spacer rings rather than G10 spacing grids to reduce the dead area of the detector.

The materials and tooling needed to assemble the triple-GEM detectors have been acquired. The GEM foils have been
electrically tested, and a handful have been optically scanned. We found these results to be consistent with GEM foils produced
by CERN. With the success of these initial tests, construction of the triple-GEM detectors is now under way.
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N23-1: QBeRT: an Innovative Instrument for the Real-Time Qualification of a Particle Beam.
D. Lo Presti'?, D. L. Bonanno?, F. Longhitanoz, D.G. Bongiovanniz, G. Gallo®, N. Randazzo?, E. Leonora?, V. Sipala3’4,
S. Reito?

! Physics and Astronomy, University of Catania, Catania, Italy

2Sezione di Catania, Istituto Nazionale di Fisica Nucleare, Catania, Italy
University of Sassari, Sassari, Italy

“Sezione di Cagliari, Istituto Nazionale di Fisica Nucleare, Cagliari, Italy

The QBeRT (Qualification of BEam Real-Time) detector is an innovative set of detectors designed for the real-time imaging and
monitoring of particle beams for hadrontherapy. It is composed by a tracker and a residual range detector (RRD) based on
scintillating optical fibers and an innovative read-out strategy and reconstruction algorithm, patented by the Istituto Nazionale di
Fisica Nucleare (INFN), which advantageously reduces the cost of the devices and associated electronics. The tracker, 2 mm
water equivalent thick, is composed by four layers of 500 micron scintillating fibers, read-out by two MPPC matrixes, and
exhibits a 9x9 cm”2 sensitive area and about 100 micron spatial resolution and is capable of measuring in real time the fluence of
the particle beam in therapy conditions (up to 10”9 particles per spill) and the projections of the beam spot at the coordinates x
and y and reconstruct the position and size of the spot. The tracker is also capable of performing real time imaging of the beam
spot, in low intensity particle beam conditions up to 10"7 particle per second. The RRD, 3.5 cm water equivalent range
expandable up to 30 cm, is composed by a stack of 500 micron scintillating fibers layers, read-out by a MPPC matrix, and is able
to measure real time the dose distribution deposited in its volume and the energy distribution of the beam. The RRD has a FOV



of 9x9 cm”™2 and can be also used, in imaging conditions, in combination with the tracker to perform real time radiography of an
object interposed betweeen the beam and the detector. A prototype has been built and characterized with proton and carbon ions
at CATANA with 62 MeV protons, at CNAO with up to 250 MeV protons and up to 400 AMeV carbon ions and at TIFPA with
up to 250 MeV protons. This prototype, scalable and modular, was made with low-cost technologies and is compact, robust and
lightweight in order to be easily integrated into hadrontherapy facilities. The working principle of the detector and the results of
the measurements compared to reference detectors measurements are presented.

N23-3: Performance Study of Little Ionization Chambers at the Large Hadron Collider
M. Kalliokoski', B. Dehningl, E. Efﬁngerl, V. Grishin!, E. B. Holzer!, M. Kastriotou*>, E. Nebot Del Busto'*?

]Beams, CERN, Geneve, Switzerland
Physics, University of Liverpool, Liverpool, United Kingdom
Cockeroft Institute, Warrington, United Kingdom

The main detector type used to monitor beam losses in the LHC is a 1.51, 1.1 bar nitrogen filled parallel plate Ionization Chamber
(IC). In the locations where the beam losses can saturate the read-out electronics of the ICs, two other monitor types, Little
Ionization Chambers (LIC) and Secondary Emission Monitors, have been installed next to the ICs. LICs have the same gas
composition and pressure as the ICs, but with an active volume 30 times smaller. This reduction in sensitivity allows the LICs to
stay below saturation during high loss events, such as injection of the beam into the LHC. In total there are 109 LICs installed. In
this contribution we study the non-scaling gas gain with the volume of the LICs, summarize results from various beam
measurements where LICs were used, and analyse the LIC response in the LHC during 2015 operation.

N23-5: A Beam Pulser at the TTT-3 Tandem Accelerator of the University of Naples
F. Di Capua, L. Campajola

Universita degli Studi di Napoli Federico 1I, Napoli, Italy

The continuous beam provided by the TTT-3 accelerator of the University of Naples have to be pulsed with 5 ns length bunch to
allow some experiments in many fields of the fundamental and applied physics. A beam pulser is designed to produce bunch of
particles in a wide range of masses and energies. The pulse length can be varied from about 5 ns to 100 ns and the pulse
repetition rate is adjustable in a very large range from few Hz to 100 kHz. The beam pulser is based on two electrostatic
deflectors, one located before the accelerator and one after the analyzer magnet. The main feature of this device is the great
flexibility in its use and the cost of the system that is based on a standard low-cost electronic instrumentation. The characteristics
of the first low energy chopper prototype and the results obtained during preliminary tests with a proton beam are presented.

N23-7: A Smart Adjustable Nuclear Interactions Counter Based on Compact Arduino Control System and
Readout

F. Iacoangeli

INFN, Roma, Italy

We realized a new, fine, easy to install detector for nuclear interaction based on twin plastic scintillators, ArduSiPM prototype
readout, and remote handling system for adjustment of pair gap. The system made up of two small scintillators (5x10x25 mm3 of
BC-408) as nuclear interaction counters. Signal readout is provided by the ArduSiPM prototype system, which makes available
four pairs of bias voltage channel and analog readout channel for as many 3x3mm2 SiPMs. Two Hamamatsu SiPMs are coupled
with each scintillator to get readout redundancy and to use coincidence strategy for minimizing the system noise. A constant
fraction system allows getting fine timing coincidence both between scintillators and between beam’s trigger signal and
scintillators to minimize the fake counts on radiative environment. Remote gap adjustment make possible to set the nuclear
scattering angle of measurement as well as to make an angular scan. The detector was proposed as new nuclear interaction
counter for the HS8 telescope of the UA9 experiment.

N23-8: An Electron Spectrometer for Proton Driven Plasma Accelerated Electrons at AWAKE: Predicted
Resolution of Energy and Emittance Measurements

L. Deacon', S. Jolly', F. Keeble!, A. Goldblatt?, S. Mazzoni?, A. Petrenko?, B. Biskup®*, M. Wing"*

! Physics and Astronomy, University College London, London, UK

’CERN, Geneva, Switzerland

ICzech Technical University, Prague, Czech Republic

4DESY, Hamburg, Germany

S University of Hamburg, Hamburg, Germany



The Advanced Wakefield Experiment (AWAKE), to be constructed at CERN, will be the first experiment to demonstrate proton-
driven plasma wakefield acceleration. The 400 GeV proton beam from the CERN SPS will excite a wakefield in a plasma cell
several meters in length. To probe the plasma wakefield, electrons of 10--20 MeV will be injected into the wakefield following
the head of the proton beam. Simulations indicate that electrons will be accelerated to GeV energies by the plasma wakefield.
The AWAKE spectrometer is intended to measure both the peak energy and energy spread of these accelerated electrons. Under
certain conditions it is also possible to use the spectrometer to measure the transverse beam emittance. The expected resolution of
these measurements is investigated for various beam distributions, taking into account an optimised vacuum chamber and
scintillator screen design and results of beam and optical tests.

N23-9: Hardware/software Structure of LEETECH Test Beam Facility
V. Kglovl’z, S. Barsukl, 0. Bezshyykoz, L. Burmistrovl, 0. Fedorchukz, L. Golinka-Bezshyykoz, V. Kubytskyil, R. LopezS,
D. Sukhonos?, M. Titov*, D. Tomassini’

"Laboratoire de I'Accélérateur Linéaire, Orsay, France
Taras Shevchenko National University of Kyiv, Kyiv, Ukraine
3CERN, Geneva, Switzerland

‘IRF U, CEA, Saclay, France

The structure of newly commissioned test beam LEETECH is addressed with detailed description of key components design. The
organization of low-level communication interfaces (Ethernet + CAN) with embedded solutions is described indicating important
peculiarities in the hardware design in accelerator working conditions. Based on piezoelectric motors, with developed controller
the collimator system ensures the positioning precision of 20 mum, providing smooth adjustment of delivered beam intensity.
The developed software allows to control the LEETECH parameters and monitor the data from the test detector, providing
possibilities to auto-adjustment and automatic data acquisition. Using the ARM Cortex M4-based controllers and USB-
Wavecatcher board makes the control and data taking system cheap, robust and scalable, allowing to connect and monitor the
additional components such as detector positioning system or additional detector modules.
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N24-1: Commissioning of Upgrade Forward Hadron Calorimeters of CMS
B. Bilki'’

! Physics and Astronomy, University of lowa, Towa City, IA, USA
’Mathematics and Computing, Beykent University, Istanbul, Turkey

On behalf of the CMS Collaboration

The CMS experiment at the Large Hadron Collider (LHC) at CERN is upgrading the photo-detection and readout system of the
forward hadron calorimeter (HF). During Long Shutdown 1, all of the original PMTs were replaced with multi-anode, thin
window photomultipliers. At the same time, the back-end readout system was upgraded to micro-TCA readout. Here we report
on the experience with commissioning and calibrating the HF front-end as well as the online operational challenges of the micro-
TCA system.

N24-2: Power Pulsing of the CALICE Tile Hadron Calorimeter
M. Reinecke

DESY, Hamburg, Germany
On behalf of the CALICE Collaboration

A large scale prototype of a tile hadron calorimeter for the International Linear Collider detector is currently under development.
The proposed calorimeter follows the particle flow concept, which requires high granularity and a compact detector design. This
is accomplished by using scintillating tiles that are read out by novel Silicon Photomultipliers and the integration of the
associated front-end electronics into the gaps between the absorber plates. In order to keep the calorimeter structure
homogeneous and simple, no active cooling system is allowed for the inner detector. In consequence, the power dissipation of the
front-end electronics has to be limited as far as possible with an aim of 25uW per channel. The key component to achieve this is
switching off the consumers of the front-end electronics during the gaps in between the ILC bunch trains (power pulsing). In this
contribution we show the first results for power pulsing with a full-extension prototype of 2.20m length. Next to a description of
the setup, we compare results for the detector performance with and without power pulsing. The challenges of switching huge
supply currents of several amperes in SHz rate to the front-end electronics and the experiment’s power supplies are addressed as
well as electromagnetic compatibility aspects.



This project has received funding from the European Union’s Horizon 2020 Research and Innovation programme under Grant Agreement no.
654168.

N24-3: Construction and Testing of the First Prototype of the CMS High Granularity Calorimeter
J. Freeman

Fermilab, Batavia, IL, USA
On behalf of the CMS HGCAL Collaboration

The CMS experiment has decided to construct a High Granularity Calorimeter (HGCAL) to meet the challenges of harsh
radiation and unprecedented in-time event pileup projected by the High Luminosity LHC conditions. The HGCAL is realized as a
sampling calorimeter, including an electromagnetic compartment comprising 28 layers of silicon pad detectors with pad areas of
0.5 — 1.0 cm”"2 interspersed with absorbers made from tungsten and copper to form a highly compact and granular device. A
silicon-based single-layer prototype has been constructed and tested at Fermilab Test Beam Facility. The prototype includes
many of the features required for this challenging detector, including a complex PCB glued directly to the sensor, using through-
hole wire-bonding for signal readout and ~5 mm spacing between layers — including the front-end electronics and all services.
We present results from first tests of this prototype with beams of electrons and pions of up to 32 GeV/c as well as 120 GeV/c
protons, and describe the plans for more extensive prototypes to be tested in beams at future test beam campaigns.

N24-4: High Resolution Metallic Magnetic Calorimeters for Rare Event Search Experiments

S.-R.Kim"? H.-S. Jo', C. S. Kang', G.-B. Kim', H. Kim', I. Kim"?, Y.-H. Kim'?, C. Lee', H. Lee', M. Lee?, S.-Y. Oh'?, J. So'
!Institude for Basic Science, Daejeon, South Korea

’Korea Research Institute of standard and Science, Daejeon, South Korea

Low-temperature detectors have become an important tool of sensor technologies in rare event search experiments such as direct
detection of dark matter and search for neutrinoless double beta decay. Metallic magnetic calorimeters (MMCs) are a type of
those thermal calorimeters operating at millikelvin temperatures. We present the performance of the MMC:s in high resolution
measurement of alpha particles. Better than 1 keV FWHM was obtained for an external alpha particles while 300 eV FWHM was
achieved for low energy gamma rays. Recently, the MMC sensors have been used to searching for the neutrinoless double beta
decay of '"Mo by scintillating calorimetric technique using a CaMoQy, scintillating crystals at low temperatures. We present the
result of the alpha spectroscopy, and discuss an efficient way of heat (energy) transfer between crystal absorbers and the MMC
sensors to be used in various applications.

N24-5: Separation of Two Overlapping Electromagnetic or Electromagnetic-Hadronic Showers in CALICE
Highly Granular Physical Calorimeter Prototype

K. Shpak

LLR / Ecole polytechnique, PALAISEAU, FRANCE

On behalf of the CALICE Collaboration

CALICE collaboration is developping highly granular calorimeters for future high energy e+e- colliders. Using Particle Flow
Algorithms for individual reconstruction of particles in the jets, they provide currently the best jet energy resolution. At high jet
energies (typically above 70-100 GeV in the proposed detectors), the jet particle showers start to overlap, and the resolution is
determined by the ability to separate them.

Here, we present results on the separation power of 1) two overlapping electromagnetic showers with CALICE physical
prototype of silicon-tungsten electromagnetic calorimeter (SiW ECAL) and 2) electromagnetic-hadronic showers with physical
prototypes of SiW ECAL and analog scintillator-iron hadronic calorimeter (AHCAL). We use three available reconstruction
programs and compare the results with a Monte Carlo simulation.

N24-7: Construction and Assembly of One Barrel Slice for the Electromagnetic Calorimeter of the PANDA
Detector

H.-G. Zaunick', S. Dichl', V. Dormenev!, P. Drexler!, T. Kuske', R. W. Novotnyl, P. Rosier?, A. Ryazantsev3, C. Rosenbaum’,
P. Wieczorek®, A. Wilms*, B. Wohlfahrt', K.-T. Brinkmann'

! 2nd Physics Institute, University Giessen, Giessen, Germany

’IPN Orsay, Orsay, France

SIHEP Protvino, Protvino, Russia

*GSI Helmholtzzentrum fiir Schwerionenforschung, Darmstadt, Germany



The electromagnetic calorimeter (EMC) of the PANDA detector at the future FAIR facility is composed of two endcaps and a
barrel covering the major part of the solid angle consisting of more than 11.300 tapered PbWO4 crystals. The individual
scintillator modules are readout via two large area avalanche photo diodes. The signal processing is performed with a custom
made ASIC-preamplifier providing a large dynamic range, low noise and reduced power consumption since the calorimeter will
be operated at a temperature of -250C. The first major assembly stage outlined in this paper is going to be conducted beginning in
mid 2016 by assembling one single barrel slice segment. The construction of this segment comprises a full length slice beam
holding a total of 18 module blocks, each one being a matrix of 4x10 crystals, in place. The assembly procedure of single
detector modules, 40-crystal module blocks and the overall slice segment, respectively will be discussed and important findings
during the procedure mentioned. In order to lay out and optimize the assembly procedure, the results and experiences gained with
an earlier 80-crystal fully functional prototype detector were accounted for, which are reviewed in this contribution. Test results
of single components and fully assembled detector modules will be discussed and compared with earlier prototype in-beam and
lab tests as well as with the envisaged PANDA requirements.

The project is supported by BMBF, GSI and HIC for FAIR

N24-8: Development of Versatile Calibration Method for Electro-Magnetic Calorimeters Using a Stopped
Cosmic-Ray Beam
H. Ito!, K. Horie?, H. Kawai', S. Kodama!, S. Shimizu®

! Graduate School of Science, Chiba University, 1-33, Yayoicho, Inage, Chiba, Japan
’Graduate School of Science, Osaka University, 1-1, Machikaneyamacho, Toyonaka, Osaka, Japan

A new method using a stopped Cosmic-ray beam for a calibration of an electro-magnetic calorimeter which consists of several
hundreds of modules has been established. Cosmic muons stop in the calorimeter, and positrons (and electrons) from the muon
decays with the maximum energy of 53 MeV are used for the energy calibration. These events could be identified as double
pulses observed by a flash ADC. It has some advantages, (1) intermediate energy scale (K+?u" ?,, (2) efficient procedure to
calibrate all modules at the same time and (3) versatile method applied for many types of electro-magnetic calorimeters. Then,
this method was checked in the J-PARC E36 experiment which was performed to precisely measure the ratio of

G(K"?%e" 2.)/G(K 71" 2,). Double pulses from the CsI(T1) photon detector were successfully observed and the waveform function
was carefully studied to decompose the second pulse generated by the decay positron. In this talk, (1) mechanism of this
calibration procedure, (2) experimental method using Cosmic rays, (3) development of the waveform function to fit the flash
ADC data, (4) experimental results and (5) confirmation of the new calibration method, will be presented.
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N25-1: Experimental and Theoretical Investigation of the Collection Efficiency of Air-Filled Ionization
Chambers in Pulsed Radiation Fields of High Pulse Dose
M. Gotz', L. Karsch', J. Pawelke'?

'OncoRay - National Center for Radiation Research in Oncology, Faculty of Medicine and University Hospital Carl Gustav
Carus, Technische Universitdit Dresden, Helmholtz-Zentrum Dresden - Rossendorf, Dresden, Germany
Helmholtz-Zentrum Dresden - Rossendorf, Dresden, Germany

Ionization chambers are used in physical radiation research and are the most important dosimeters in radiation therapy. In this
contribution an investigation of the collection efficiency by experiments and theoretical description is presented. The collection
efficiency was measured for a plane-parallel advanced Markus ionization chamber (PTW 34045, 1 mm electrode spacing, 300 V
nominal voltage), a chamber often used in clinical practice. The measurements were performed for collection voltages of 100 V
and 300 V by irradiation with a pulsed electron beam of varied pulse dose up to approximately 600 mGy (0.8 nC liberated
charge). These results are compared to existing descriptions of the collection efficiency and our own model which is based on a
numeric solution by Euler method of a differential equation system modelling the processes within the chamber. While the
existing models accurately describe the collection efficiency at the lower collection voltage (100 V) they fail to reproduce the
experimentally observed behavior at the higher collection voltage (300 V) particularly at high pulse doses. In contrast, our own
numeric solution reproduces the collection efficiency at all tested voltages and pulse doses. This illustrates the importance of
considering additional effects such as electric shielding by the liberated charges and field strength dependent attachment of
electrons which are not considered in the existing models. Subsequently, the developed more accurate numeric solution might
provide a valuable tool for future investigations.

This project was supported by the BMBF grant number 03Z1N511.

N25-2: Construction of Large-Area Micro-Pattern Gaseous Detectors



P. Bernhard!, A. S. Brognal, S. S. Caiazza®!, A. Diidder®, P. Giilker*!, C. Kahra', T. H. Lin®, M. Schott®, Q. Weitzel',
E. Yildirim’®

! Detector Laboratory, PRISMA Cluster of Excellence, Johannes Gutenberg University Mainz, 55128 Mainz, Germany
’Institute of Nuclear Physics, Johannes Gutenberg University Mainz, 55128 Mainz, Germany
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Particle physics experiments often comprise tracking detectors with areas of up to a few square meters. If a spatial resolution of
the order of 100 pm and high-rate capability are required, Micro Pattern Gaseous Detectors (MPGD) are a cost-effective solution.
However, the construction of large-area MPGDs is challenging, since tight fabrication tolerances have to be met to guarantee a
stable and homogeneous performance. A precision granite table and an automated 3-D positioning system with an attached laser
sensor, both inside a laminar flow box, have therefore been set up in the PRISMA Detector Lab at Mainz. Currently, this
infrastructure is used to produce drift panels for the upgrade of the ATLAS muon spectrometer at CERN with Micro Mesh
Gaseous Structure (Micromegas) detectors. To parallelize production steps, movable vacuum table boards with an average
planarity of about 20 um have been designed and built. We present preliminary results on the achieved precision of drift panel
prototypes and, in addition, first studies on the temperature stability of their surface planarity. These results are in particular
relevant for future construction of large-area MPGDs, such as the Gas Electron Multiplier (GEM) detectors for experiments at the
future MESA accelerator at Mainz.

N25-3: ORANGE: a High Sensitivity Particle Tracker Based on Optically Read Out GEM
D. Pinci!, M. Marafini, A. Sarti’, N. Torchia', V. Patera’, A. Sciubba®, E. Spiriti4

'INEN - Sezione di Roma, Roma, Italy

’Museo Storico della Fisica e Centro Studi e Ricerche, Roma, Italy

Dipartimento di Scienze di Base e Applicate per Ingegneria, Sapienza Universita di Roma, Roma, Italy
*Laboratori Nazionali dell'NFN di Frascati, Frascati, Italy

GEM-based detectors had a noticeable development in last years and have successfully been employed in different fields from
High Energy Physics to imaging applications. Light production associated to the electron multiplication allows to perform an
optical readout of these devices. The big progress achieved in CMOS-based photosensors makes possible to develop a high
sensitivity, high granularity and low noise readout. In this paper we present the results obtained by reading out the light produced
by a triple-GEM structure by means of a 4 mega-pixel CMOS sensor having a noise level less than two photons per pixel. The
choice of a CF, rich gas mixture (He/CF, 60/40) and a detailed optimisation of the electric fields allowed to reach a light-yield
high enough to obtain very visible signals from minimum ionizing particles. In a test performed with 450 MeV electron beam,
800 photons per millimeter were collected and a space resolution of about 75 pm was obtained.

N25-4: Twin GEM-TPC Prototype (HGB4) Beam Test at GSI and Jyviskylid — a Development for the Super-
FRS at FAIR

F. Garcia', R. Turpeinenl, J. Aystéil, T. Grahn?, S. Rinta-Antila%, A. Jokinen?, P. Strmen>, M. Pikna®, B. Sitar’, B. Voss®,

J. Kunkel*, V. Kleipa4, A. Gromliuk*, H. Risch?, C. Caesar®, C. Simons”, A. Prochazka®, C. J. Schmidt*, J. Hoffmann®,
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!Detector Laboratory, Helsinki Institute of Physics and Department of Physcal Sciences, University of Helsinki, Helsinki,
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’Department of Physics, University of Jyviskyld, Jyviskyld, Finland
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*GSI Helmholtzzentrum fiir Schwerionenforschung, Darmstadt, Germany

The GEM-TPC detector will be part of the standard Super-FRS detection system, as tracker detectors at several focal stations
along the separator and its three branches.

In order to satisfy the requirements of the Super-FRS a GEM-TPC working group was created. From 2009 different designs were
proposed and after two generations of GEM-TPCs [1,2] were built and tested, one of the main requirements, which was not yet
completely tested was a close to 100% tracking efficiency at high rates, therefore the twin configuration was introduced. The
main idea behind this new design is to place two GEM-TPCs one close to the other one and flipped in the middle horizontal
plane, in such a way that the electric field of the field cages will be in opposite directions. Results from simulations indicate that
this configuration can potentially achieve a close to 100% tracking efficiency at up to 1 MHz rate.

The twin prototype called HGB4, shown in Fig. 1 was built at the GSI Detector Laboratory in 2014 and the full precomissioning
has been carried out at Helsinki Institute of Physics

The results of the beam test at Jyvdskyld with the irradiation of protons at 50 MeV and at GSI with Ca and U beam at 550 MeV/a
will be presented.

Acknowledgements to the Accelerator Laboratory at Jyviskyld University and the FRS personal and GSI accelerator staff.



N25-5: Design of the ATLAS New Small Wheel Gas Leak Tightness Station for the Micromegas Detector
Modules
A. Bruni

INFN Bologna, Bologna, Italy
On behalf of the ATLAS Muon Collaboration

In this work we describe advanced data processing and analysis techniques to be used in the gas tightness station at CERN for
quality testing of the New Small Wheel (NSW) Micromegas Multiplets. Because this test is crucial for the stable operation of the
Micromegas modules, we have combined two methods: a conventional one based on the Pressure Decay Rate (PDR) and an
alternative, but novel one, based on the Flow Rate Loss (FRL). A prototype setup based on a Lock-in Amplifier device available
at the NTUA Laboratory has been implemented by using in conjunction with the gas leak test via the FRL method. Both methods
have been tested by using emulated leak branches based on the idea of using specific-low cost medical hypodermic needles. The
gas leak rate of a certain number of such leak branches has measured by connecting them to the flow stream pipe. Additionally, a
semi- automatic data analysis procedure and algorithms have been studied for both methods as well as atmospheric and
temperature compensation. A data acquisition, monitoring and processing system based on WinCC is also proposed and
described. The resulting performance of the observed signals is also presented.

N25-6: Studies of MicroMegas Chambers Using Cosmic Muons for the New Small Wheel
T. Klapdor-Kleingrothaus

University of Freiburg, Freiburg, Germany
On behalf of the ATLAS Muon Collaboration

Micromesh Gaseous (MicroMegas) Detectors will be implemented in the ATLAS detector in the framework of the New Small
Wheel Upgrade during the long shut down II in 2019/20. These detectors are used for position measurement and have a high
spatial resolution of 100 i;'m. In parallel to the ongoing constructions of the later modules, additional performance studies with
small MicroMegas prototypes of a size of 10 ;% 10 cm2 are performed. The studies include a cosmic muon test stand in
combination with a scalable readout system, such that the influences of variations in the pressure of the operation gas or changes
in the humidity at the lower ppm level to the detector performance are investigated. These parameters will impact the later design
of detector slow control system at the New Small Wheel in ATLAS.

N25-7: The INFN MicroMegas Module-0 Prototype for the Muon Spectrometer Upgrade of the ATLAS
Experiment

M. Del Gaudio

INFN Cosenza, University of Calabria, Cosenza, Italy

On behalf of the ATLAS Muon Collaboration

Large size resistive MicroMegas detectors will be employed for the first time in high-energy physics experiments for the Muon
Spectrometer upgrade of the ATLAS experiment at CERN. The MicroMegas system will provide both trigger and tracking
capabilities. The current innermost stations of the muon endcap system, the Small Wheel, will be upgraded in 2019 to retain the
good precision tracking and trigger capabilities in the high background environment expected for LHC with the upcoming
luminosity increase. Along with the small-strip Thin Gap Chambers (sTGC), the i;2New Small Wheeli; 2 (NSW) will be
equipped with eight layers of MicroMegas (MM) detectors, arranged in two quadruplets, for a total of about 1200 m2 detection
planes. Four different types of MM quadruplets modules (SM1, SM2, LM1, LM2), built by different Institutes, will compose the
NSW. They all have trapezoidal shapes, with surface areas between 2 and 3 m2. In April 2016 the first full size SM 1 prototype
(Module-0) has been completed by INFN Italy, passing throughout a validation phase. The INFN Module-0 construction
procedures will be reviewed along with the description of the quality control steps, and the final validation tests obtained with X-
rays, cosmic tracks, and high-energy particle beams at CERN.

N25-8: Construction and QA/QC of the MicroMegas Pavia Readout Panels for the Muon Spectrometer
Upgrade of the ATLAS Experiment

A. Kourkoumeli-Charalampidi

INFN Pavia, Pavia, Italy

On behalf of the ATLAS Muon Collaboration

In order to cope with the required precision tracking and trigger capabilities during Run III in ATLAS experiment, the innermost
layer of the Muon Spectrometer endcap (Small Wheels) will be upgraded. The New Small Wheel (NSW) will be equipped with
eight layers of MicroMegas (MM) detectors and eight layers of small-strip Thin Gap Chambers (sTGC), both arranged in two



quadruplets. MM detectors of large size (up to 2 m2) will be employed for the first time in HEP experiments. Four different types
of MM quadruplets modules (SM1, SM2, LM1, LM2), built by different Institutes, will compose the NSW. Italian INFN is
responsible for the construction of the SM 1 modules. The construction is shared among different INFN sites. In particular,
readout panels are built in Pavia. Due to the challenging mechanical specifications (with precisions of tens microns over meters),
the construction procedure has been optimized to obtain the required strip alignment precision in the panel. A number of data
quality checks on both the components and the assembled panels are also needed to meet the required specifications.

N25-9: Performance of MRPC Detector for the BESIII Endcap-TOF Upgrade

R. Yang'?, C.Li"% Y. Sun"? Y. Heng®?, H. Dai’?, Z. Liu'?, S. Sun®?, Z. Wu*?, X. Wang'?

! Department of Modern Physics, University of Science and Technology of China(USTC), Hefei,Anhui, China
?State Key Laboratory of Particle Detection and Electronics, USTC & IHEP, China

3 Institute of High Energy Physics(IHEP), Chinese Academy of Sciences, Beijing, China

In order to improve the particle identification capability , The Beijing Spectrometer (BESIII) has just upgraded its end-cap time-
of-flight (ETOF) with multi-gap resistive plate chamber (MRPC) technology, aiming at an overall time resolution of 80ps for
MIPs. Due to the latest data taken during spectrometer's runs in 2016, it shows the MRPCs for ETOF have an overall time
resolution around 60ps and an effeciency greater than 96% for bhabha's.

N25-10: Gain Uniformity and Characteristic Study of a Triple GEM Detector
R.N. Patra', R. N. Singaraju', S. Biswas’, Z. Ahammed', T. K. Nayak', Y. P. Viyogi'

]EXHEP, Variable Energy Cyclotron Centre, Kolkata, India
’Department of Physics and CAPSS, Bose Institute, Kolkata, India

Gas Electron Multiplier (GEM) detectors are widely used in modern high energy physics experiments because of their high rate
handling capability, fast timing, good position resolution and for offering suppression of ions. The ALICE experiment at LHC
CERN plans to use GEM as the future readout for their Time Projection Chamber (TPC) for Run-3. We present a detailed study
of the performance of a 10x10 cm? triple GEM detector, built by single mask foil and operated using a gas mixture of 70% Argon
and 30% CO,. To study the detector performance, a voltage scan was first carried out using cosmic rays and subsequently

with '°Ru-Rh radioactive source, using a series of scintillators as trigger detectors. The two studies produced efficiency values
very close to each other near the plateau region and the value being ~95%. For the gain uniformity study, the detector surface was
divided into 16 zones. For each zone, gain was measured using a *Fe X-ray source. It is found that the gain is almost uniform
and the gain variation has an RMS of 6.6%. We also measured the efficiency at plateau for the 16 zones. The efficiency is found
to be quite uniform across the detector, with a RMS of only 1.9%.

N25-11: Study of Non-linear Response of a GEM Read Out with Radial Zigzag Strips
A. Zhangl, M. Hohlmann', S. Colafranceschi', B. Azmoun?, M. L. Purschke?, C. Woody2

! Department of Physics and Space Sciences, Florida Institute of Technology, Melbourne, FL, US
ZPhysics Department, Brookhaven National Laboratory, Upton, NY, US

Zigzag strips have been studied for reading out large-area GEM detectors for tracking purposes at future experiments, such as
forward tracking at the Electron Ion Collider (EIC). With zigzag strips, the number of electronic channels and related cost can be
reduced significantly, e.g. by a factor of three, over regular straight strips while good spatial resolutions can be maintained.
However, we observe a non-linear relation between incident particle position and hit positions in a GEM detector measured from
the charge sharing among zigzag readout strips. We study this non-linear positional response of readout strips with different
zigzag strip designs using a 10 cm by 10 cm triple-GEM detector with a strongly collimated X-ray gun on a 2D motorized stage
at Brookhaven National Lab. All readout strips run radially and measure the azimuthal phi-coordinate of incident particles. The
various zigzag boards feature different geometrical parameters for the zigzag strip design. For example, the 1 /%zigsi; > and

i; V4zagsi; s on one strip interleave into neighboring strips by different amounts on different boards, and consequently they show
different non-linear responses. We find that the more the i; Y5zigsi; 2 and 1; Y4zagsi; /2 interleave into neighboring strips, the more
linear the response. However, it is more difficult to produce such strongly interleaved zigzag strips in industry due to small
dimensions and sharp angles. Consequently, we expect to have a small remaining non-linear response in reality with a zigzag
structure design in which the 1;'4zigsi;, > and 1; /2zagsi; - on one strip interleave to the center of its neighboring strips. We
quantify this non-linearity so that it can be corrected for.

This work is supported by Brookhaven National Laboratory (BNL) under the EIC eRD-6 consortium.

N25-12: Study of Boron Coated Straw Detectors for Small-Angle Neutron Scattering of Compact Pulse
Hadron Source



Z.G. Jiang, H. Gong, X. W. Wang, Y. Wang
Department of Engineering Physics, Tsinghua University, Beijing, China

Neutron scattering and diffraction methods are of utmost importance for probing the structure and dynamics of condensed matter.
3He detector has been widely used as instrument in neutron scattering application. However, due to 3He supply crisis, alternative
thermal neutron detection technique is studied. A boron coated straw detector has been developed for small-angle neutron
scattering (SANS) instrument of Compact Pulse Hadron Source (CPHS). The detector is proportional counter with diameter of
8mm which has advantage in B4C deposition process compared to the previous 4mm diameter tube. Charge division was used as
position readout method. Preliminary test has been made on the single tube in terms of its position resolution and detection
efficiency. It is found that the average position resolution along the axis of the single tube is about 11.7mm, which could meet the
demand of SANS application. A detection efficiency of about 6.6% was achieved, it is believed that the 8mm diameter detector
could be employed to build the 1 m i;'21 m boron coated straw neutron detector module with enough detection efficiency,
position resolution and mechanical stability used in SANS of the CPHS in Tsinghua University.

N25-13: Characterization of Neutron Beam Monitors for the European Spallation Source
F.Issa!, A. Khaplanovl, R. Hall-Wilton', I. Llamas®, M. D. Riktor’

! European Spallation Source ERIC, Lund, Sweden
’Institute for Energy Technology, Kjeller, Norway

The European Spallation Source aspires to become the world’s leading neutron source for the studies of materials during the next
decade. At ESS 16 different instruments will be built. These instruments will require neutron beam monitors with high precision,
low gamma sensitivity, high time and space resolution. Such neutron beam monitors are essential in various neutron experiments
to continuously diagnose the delivered beam. In this work different types of neutron beam monitors from different suppliers have
been characterized using the R2D2 beamline at IFE in Norway and using a Be-based neutron source. For the gamma sensitivity
measurements different gamma sources have been used. The evaluation of these monitors includes the study of their efficiency,
attenuation, uniformity, stability, and their sensitivity to gamma. In this work we report the results of this characterization.

N25-15: A New Slow Control and Run Initialization Byte-Wise Environment (SCRIBE) for the Quality
Control of Mass-Produced CMS GEM Detectors
S. Colafranceschi

Dept. of Physics & Space Sciences, Florida Institute of Technology, Melbourne, Florida
On behalf of the CMS Collaboration

The CMS collaboration aims at improving the muon trigger and tracking performance at the HL-LHC by installing new Gas
Electron Multiplier (GEM) detectors in the endcaps of the CMS experiment. Construction and commissioning of GEM detectors
for the first muon endcap stations is ramping up in several laboratories using common quality control protocols. The SCRIBE
framework is a scalable and cross-platform web-based application that controls data acquisition and analyzes data in near real
time. It has been developed mainly to simplify and standardize measurements of the GEM detector response uniformities with X-
rays across all production sites. SCRIBE works with zero suppression of raw SRS pulse height data. This has increased
acquisition rates hundredfold to 5 kHz for 10\deg trapezoidal triple-GEM chambers, each covering 1.6 < |\eta| < 2.2 with 3072
strips. The system allows strip-by-strip response comparisons with a few hours of data taking. SCRIBE also manages parallel
data analysis to provide near real-time feedback on the detector response to the user. Preliminary results on the response
performance of prototype and possibly first production chambers commissioned with SCRIBE will be presented.

N25-17: A High Pressure Gaseous Detector for a Compton Camera Application
C.D.R. Azevedo', F. A. Pereira, B. Silva', X. Carvalho?, F. D. Amaro, J. F. C. A. Veloso'

'I3N-Physics Department, University of Aveiro, Aveiro, Portugal
’LIBPhys - Department of Physics, University of Coimbra, Coimbra, Portugal

The progress on the development of a gaseous Compton Camera envisaging Nuclear Medical Imaging and radiation monitoring,
will be presented. The proposed detector is composed by a High Pressure Gas Proportional Scintillation Counter (HP-GSPC)
read-out by a large area Gaseous Photomultiplier (GPM).

The GPM is composed by a Thick-GEM (THGEM) covered with a Csl layer in the top electrode and a position sensitive
THCOBRA operating in Ar/5%CH, atmosphere.

The HP-GSPC was first characterized in Xenon pressures up to 5 bar with 59.5 keV and 122 keV photons provided by a **' Am
and a *’Co sources, respectively. Light signal amplitude and energy resolution measured with a PhotoMultiplier Tube (PMT) will
be presented.

Recent results in a similar GPM operating in Ne/5%CH, have shown gain ~ 10 at about 100 kHz readout rate. Position



resolution better than 100um have been measured in VUV single-photon mode with a full photoelectron collection efficiency
fitting the requirements for the present application.
The GPM is assembled and coupled to the HP-GSPC. Characterization of the proposed detector using the GPM will be presented.

Acknowledgments:
This work was partially supported by project PTDC/FIS-NUC/2525/2014 through COMPETE, FEDER and FCT (Lisbon) programs.

N25-18: Measurements of Fe-55 in Radioactive Waste with GEMPix
J. Leidner™?, A. Curioni"®, N. Dinar'*, F. P. La Torre!, F. Murtas'®, M. Silari!

!CERN, Geneva, Switzerland

’RWTH Aachen, Aachen, Germany
3Politecnico di Milano, Milano, Italy
*Universite de Paris VII, Paris, France
SINFN, Frascati, Ttaly

GEMPix is a detector obtained by coupling a small triple Gas Electron Multiplier (GEM) detector to a quad Timepix ASIC.
Systematic improvements on stability are presented here, as an example of the extensive characterization of the detector
performed in view of its use for the determination of the Fe-55 content in radioactive waste. Comparison with standard
radiochemical analysis shows linear dependence of GEMPix counts on specific activity. Detection limits and sensitivity are also
presented.

N25-19: Experimental Ion Mobility Measurements in Nitrogen Based Mixtures
P.M.C.C. Encamagﬁol’z, A.F. V. Cortezl’z, P.N.B. Neves3, E.P. Santosl‘z, F.1. G. M. Borgesl‘2

! Department of Physics, Faculty of Science and Technology, University of Coimbra, P-3004-516 Coimbra, Portugal, Coimbra,
Portugal

2LIP - Departamento de Fisica, Universidade de Coimbra, Rua Larga, 3004-516 Coimbra, Portugal, Coimbra, Portugal
3Closer Consultoria Lda Avenida Engenheiro Duarte Pacheco, Torre 2, 140-C, 1070-102 Lisboa, Portugal, Lisboa, Portugal

Data on efective ion mobility for mixture is scarce, although important to improve the performance of large volume gaseous
detectors, such as ALICE TPC or in the NEXT Experiment. In the present work the method, experimental setup and results of the
ion mobility measurements in nitrogen gas based mixtures are presented. The preliminary results of this mixture show the
presence of two peaks for different gas ratios of Ne-N2 and Ar-N2, low reduced electric fields, E/N (10-20 Td), low pressures (6-
10 Torr), at room temperature. In the experimental setup used, the ions are originated in a GEM, inside the parent gas and are
collected in a grid after travelling a known distance inside the gas chamber. Knowing the drift time, obtained from the peaks’
centroid of the ions’ signal, the drift velocity and mobility can then be calculated. The mobility values were seen to roughly
follow the theoretical expected values.

This work was supported by the RD51 Collaboration/CERN, through the common project “Measurement and calculation of ion mobility of some
gas mixtures of interest”. André F.V. Cortez received a PhD scholarship from FCT-Fundagédo para a Ciéncia e Tecnologia
(SFRH/BD/52333/2013).

N25-20: A Novel Encoding Readout Method Based on Graph Theory Model with Both Time and Spatial
Resolution
J. Cang'?, M. Zeng'?, X. Yue'?, Z. Zeng'?, Y. Wang'?, X. Wang'?, I. Cheng'*

! Department of Engineering Physics, Tsinghua University, Beijing, China
?Key Laboratory of Particle & Radiation Imaging (Tsinghua University), Ministry of Education, Beijing, China

Encoding readout methods have been used widely to reduce the channels of electronics. Especially for muon tomography with
cosmic ray muons, which requires large-scale, high-efficiency, high spatial resolution detectors to track the muon. However,
there is no general methods about how to design the encoding readout. Recently, a mathematical modelling, based on graph
theory, of the encoding readout has been proposed, which can illustrate several existing encoding readout, such as fine-fine
method in the MAMA detector and the genetic multiplexing for the Micromegas. Moreover, according to the new mathematical
model, a totally new encoding readout called “Eulerian Trail Approach (ETA)” was proposed. Recently, an encoding scheme
prototype has been constructed, and verified with a 70cmx70cm-scale, 6 mm-pitch MRPC detector. With only 15 channels
readout and the ETA method, 733ps time resolution and 1360um spatial resolution can be achieved at the same time. A newer
MRPC detector with much smaller readout strip pitch was built as well, to achieve higher time and spatial resolution at the same
time. In addition, details about statistical error and working condition of the prototypes are discussed as well.



This work is supported by the National Natural Science Foundation of China (No.11322548 and No.11305093) and Tsinghua University
Initiative Scientific Research Program (No.2014Z21016).

N25-21: Density—Normalized First Townsend Ionization Coefficients in a Methane—based Tissue—Equivalent
Gas Mixture
A.R. Petri', A. Mangiarotti2, J.A.C. Gonqalves”, C. C. Bueno'

!Centro de T ecnologia das Radiagoes, Instituto de Pesquisas Energéticas e Nucleares, Sdo Paulo, SP, Brazil
ZDept. de Fisica Experimental, Instituto de Fisica — Universidade de Sdo Paulo, Sdo Paulo, SP, Brazil
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Since 1950 methane—based tissue—equivalent gas (TEG) mixtures have been employed at low pressure in gaseous
microdosimeters, such as tissue—equivalent proportional counters. Nevertheless, values of the first Townsend ionization
coefficient (a) for these mixtures are scarce in the literature. In this work measurements of a as a function of the density-
normalized electric field (E/N) were carried out in a methane—based TEG (CH, — 64.4%, CO, — 32.4% and N, — 3.2%) in the
range 100-300Td. The values of a were obtained using the Pulsed Townsend Technique by measuring the current growth as a
function of the electric field strength in a Resistive Plate Chamber structure. Because of the parallel plate geometry, the field is
uniform in our setup. As far as the authors are aware, there is only one set of experimental data on a for methane—TEG published
by Schmitz and Booz for reduced field strengths between 110V.cm ™ .torr™ (~ 315Td) and 1780V.cm™ .torr™" (* 5045Td).
However, they employed a cylindrical proportional counter where a /p values were gathered from measurements of the gas gain
resulting from an interval of electric field strengths. Because there are no data on a in methane—based TEG in the E/N range
herein investigated, our results were compared with those expected from Magboltz simulations. Good agreement was found
between experimental and simulated values of density—normalized a.

The authors express their appreciation to Dr. M. M. R. Fraga (in memoriam) from LIP-Coimbra, Portugal, for many helpful discussions on the
low-pressure gas system. A. R. Petri would like to thank CNPq for the award of a scholarship. This work was co-financed by FAPESP under
contract 02/04697-1 and by CNPq via contracts 478859/2009-0 and 479079/2010-2.

N25-22: Quantum Efficiency Dependence of a CsI Photocathode with Photon Incidence Angle
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Cesium iodide (Csl) photocathodes are widely used as VUV photo-sensors because of their high quantum efficiency and good
stability. One important issue for photocathodes is that the effective quantum efficiency of the photocathodes when used in
gaseous atmosphere is reduced due to photoelectron backscattering. Furthermore, quantum efficiency depends on the photon
incidence angle. Although the properties of CsI photocathodes are well known, there is little information on how the effective
quantum efficiency of the photocathodes used in gaseous atmosphere depends on the photon incidence angle. The purpose of our
study is to measure the quantum efficiency of a Csl photocathode in gaseous xenon at several different pressures and for different
photon incidence angles. The system consists on a stainless steel chamber divided in two regions separated by a quartz window.
In the upper region, in vacuum, there is a deuterium lamp (photon source), and the collimators, while in the lower, filled with gas,
is located a photocathode and above it a photoelectron collecting grid, both mounted on a Teflon support, with the photocathode
plate being connected to a linear motion feedthrough through a crank, so that the photon incident angle on the photocathode can
be varied between 0-50 degrees. In the experimental setup the collimated photons enter through the quartz window, irradiate the
photocathode and the photocurrent induced in the grid is measured with the help of an electrometer. In this work, we present the
results of recent measurements using the method and experimental system described above for Xe as the filling gas and for
pressures ranging from vacuum to 5.0 MPa.

N25-23: Performance of the EEE Cosmic Ray Telescope Array

F. Pilo'?

"Museo Storico della Fisica e Centro Studi e Ricerche Enrico Fermi, Rome, Italy
2Sezione di Pisa, Istituto Nazionale di Fisica Nucleare, Frascati, Italy

On behalf of the EEE Collaboration

The Extreme Energy Events (EEE) Project is an experiment for the detection of Extensive Air Showers of energy greater than
10" eV. EEE consists of an array of telescopes each made of three Multigap Resistive Plate Chambers, hosted in high schools
spread over the Italian territory. The telescopes are constructed at CERN by teams of students and teachers: this peculiarity
combines the scienti?c relevance of its goals with an effective outreach action. During coordinated data taking periods, more than
thirty telescopes were operated at the same time and more than 20 billions of cosmic ray events have been collected. Data were



transmitted to CNAF, the biggest Italian storage and computing centre managed by INFN, to be reconstructed and analysed. In
this presentation, an overall description of the experiment will be given and the excellent performance of the array, including
single and combined telescope detection efficiency, spatial and time resolution and tracking capability, will be described.

N25-24: Characterization of 200bar 4He Neutron Scintillation Detectors with Silicon Photomultipliers
J. D. Sanders, J. T. Johnson, S. J. Thompson, D. L. Chichester

National and Homeland Security, Idaho National Laboratory, Idaho Falls, ID, USA

Characterization of high pressure (200-bar) 4He fast neutron scintillation detectors with integrated silicon photomultipliers was
performed. Time—of-flight measurements were conducted with C{-252 sources to characterize the neutron energy response and
timing characteristics of the detectors in a variety of configurations. Results from the measurements were compared with Monte
Carlo simulations. The intrinsic detection efficiency for spontaneous fission neutrons from Cf-252 was determined to be ~8%.

N25-25: Characterization of a Transparent MSGC with Optical Readout
X. Lian', Y. Mitsuyal, Y. Tian?, K. Shimazoe?, H. Takahashi'

! Department of Nuclear Engineering and Management, School of Engineering, University of Tokyo, Tokyo, Japan
’Department of Bioengineering, School of Engineering, University of Tokyo, Tokyo, Japan

After the development of transparent Micro-strip Gas Chamber (MSGC), the optical readout of MSGC shows a possibility of
new kind compact and cost-effective imaging gas detectors when combined with the LCD panel techniques. The indirect
coupling of optical readout and MSGC electrodes which will avoid the spark damage problems about the readout electronics, and
the high gain of gaseous detectors seems a promising feature compared with conventional flat panel detectors. In this work a
transparent IZO MSGC with a fine pitch of 150 pm was tested using compact optical readout design. Both the electric and optical
signals under gas gain of 150 were measured for the future optimized design, which showed clearly energy difference under
different sources.

N25-26: Calibration of TEPC System at HIMAC with Heavy Ions
U. W.Nam', J. I. Lee', S. H. Kim? J. H. Pyo', B. K. Moon', W. K. Park', U. H. Kitamura®, S. Kodaira®

!Korea Astronomy and Space Science Institute, Daejeon, Korea
Cheongju University, Cheongju, Korea
3National Institute Radiological Science, Chiba, Japan

The goal of this experiment is verifying the performance of new designed Tissue Equivalent Proportional Counter (TEPC) for
monitoring space radiation. In space, human cells could be exposed by complex radiation sources, X-ray, Gamma ray, energetic
electrons, protons, neutrons and heavy charged particles in a huge range of energies. These generate much larger range of Linear
Energy Transfer (LET) than ground and cause unexpected effect on human cells. In order to measure the large range of LET,
from 0.2 to 1000 keV/pum, we developed a compact TEPC which measures ionized particles produced by collision between
radiation sources and tissue equivalent (pure propane) gas in the detector. From measuring LET spectra, we can derive easily the
equivalent dose from the complex space radiation field. In this HIMAC(Heavy Ion Medical Accelerator in Chiba, Japan)
experiment, we intend to calibrate and demonstrate two active radiation detectors, multi-segmented TEPC and Benjamin type
TEPC with C 400 MeV/u, Si 490 MeV/u, He 150 MeV/u and Fe 500 MeV/u ion beams.

This work was supported by the National Research Foundation of Korea (NRF) grant funded by the Ministry of Science, ICT & Future Planning
(MSIP) (No. 2011-0020918)

N25-27: Development of WLS+SiPM Photo Detection System for Readout of THGEM in Noble Gas Filled
Detectors.
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A newly developed by CPTA LTD, Russia “blue sensitive” multipixel avalanche Geiger photodiode (MGPD) has been tested in
LXe with a wavelength shifter (WLS) to detect scintillation. WLS was vacuum deposited to a sapphire window and specially
protected from pollution to the LXe medium. A Photon Detection Efficiency (PDE) of ~ 10% has been obtained for the MGPD +



WLS system. Possible design of a high precision detection system with THGEM + WLS +MGPD is considered for the use in
two-phase noble gas detectors for Dark Matter experiments and for detection of reactor antineutrino coherent scattering off
nuclei. Such system will be able to measure 2D coordinates of single electron events with a mm-accuracy.
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N26-1: A Radiation-Tolerant, High Performance SPAD for SiPMs Implemented in CMOS Technology
Y.-D. Li', C. Veerappan2, L. Myung-Jae2, L. Wen', Q. Guo', E. Charbon?

'Material physics & chemistry, Xinjiang Technical Inst.of Physics and Chemistry of Chinese Academy Sciences, Urumgi, China
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We investigate the effects of radiation on single-photon avalanche diodes (SPADs) fabricated in CMOS technology. The SPADs
retain good performance in terms of dark counts and photon detection probability upon irradiation doses from 10kRad(Si) to
50kRad(Si), with a slight increase of dark count rates and stable dark current, breakdown voltage, and sensitivity. This feature
makes our device especially suitable to be integrated in SiPMs for applications in radiation-rich environments, where high
radiation tolerance and low noise are essential.

N26-2: Time-of-Flight Ion Mass Spectrometry Using Avalanche Photodiodes
K. Ogasawara, S. A. Livi, M. L. Desai, R. W. Ebert

Southwest Research Institute, San Antonio, TX, USA

This study reports on the performance of Avalanche Photodiodes (APDs) as a timing detector for ion Time-of-Flight (TOF) mass
spectroscopy. We found that the fast signal carrier speed in a reach-through type APD enables an extremely short timescale
response with a mass or energy independent <2 ns rise time for <200 keV ions (1-40 AMU) under proper bias voltage operations.
When combined with a Microchannel Plate (MCP) to detect start electron signals from an ultra-thin carbon foil, the APD
comprises a novel TOF system that successfully operates with a <0.8 ns intrinsic timing resolution even using commercial off-
the-shelf constant-fraction discriminators. By replacing conventional total-energy detectors in the TOF-E system, APDs offer a
significant power and mass savings or an anti-coincidence background rejection capability in future space instrumentation.

N26-3: Tracking in 4 Dimensions

N. Cartiglial, H. Sadrozinski’, A. Seiden’
]INFN, Torino, italy

2UCSC, Santa Cruz, United States

In this contribution we will review the progresses toward the construction of a tracking system able to measure the passage of
charged particles with a combined precision r.m.s. of ~ 10 ps and ~ 10 um, either using a single type of sensor, able to
concurrently measure position and time, or a combination of position and time sensors. The inclusion of timing information in the
structure of a recorded event has the capability of changing the way we design experiments, as this added dimension dramatically
improves the reconstruction process. Depending on the type of sensors that will be used, timing information can be available at
different stages in the reconstruction of an event, for example (i) at tracking reconstruction, if timing is associated to each point
or (ii) during the event reconstruction, if timing information is associated to each track. In the first case, the 4th dimension
brings? a simplification already in the reconstruction algorithm as only time-compatible hits are used in the pattern recognition
phase, however the electronics is very demanding as it needs to be able to accurately measure timing in each pixel. The second
case is simpler as it requires the implementation of a dedicated timing layer, either inside or outside the main silicon tracker
volume, to assign the timing information to each crossing track without changing the vast majority of the tracker hardware. The
timing information can then be used to improve Level 1 trigger decisions, as it can be obtained faster than tracking
reconstruction, and to separate events with overlapping vertices. We will present the research and development progresses in
terms of sensors and read-out electronics, showing the current best limits and reviewing the possible technological choices
currently developed.

N26-4: Neutron Radiation Hardness Tests of Timing Counter MEG SiPMs
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Radiation hardness is an important requirement for readout elements operating in high radiation environments common in
particle physics experiments. The MEG2 experiment, at PSI, Switzerland, investigates the forbidden decay p + ? e + ?. exploiting
the most intense muon beam of the world. A significant flux of non-thermal neutrons (kinetic energy E, = 0.5 MeV) is present in
the experimental hall produced along the beamline and in the hall itself. A sample of the Silicon PhotoMultipliers (SiPMs) used
in the experiment are irradiated with neutrons having a spectrum comparable to the experimental one at differences fluence up to
a maximum of 10" n/cm? at the LENA reactor in Pavia, Italy. In this poster we report on the change of their most important
electric characteristics: dark current, dark pulse frequency, gain, direct bias resistence, as a function of the integrated neutron
fluence.

N26-6: The Influence of Edge Effects on the Determination of the Doping Profile of Silicon Pad Diodes
R. Klanner, M. Hufschmidt, E. Garutti, 1. Kopsalis, J. Schwandt

University of Hamburg, Hamburg, Germany

Edge effects for square p+n pad diodes with guard rings fabricated on high-ohmic silicon are investigated. Using capacitance-
voltage measurements of two pad diodes with different areas, the planar and the edge contributions to the diode capacitance are
determined separately. Different methods of extracting the doping concentration are compared. In all cases it is found that the
results with and without edge corrections differ significantly. After the edge corrections, the bulk doping of the pad diodes is
found to be uniform within + 1.5 %. The voltage dependence of the edge capacitance is compared to the predictions of two
simple models.

N26-7: Geiger-Mode Avalanche Pixels in a 180 Nm HV CMOS Process for a Dual-Layer Particle Detector
M. Musacci'?, P. Brogi“, G. Collazuol’, G. F. Dalla Betta®’, A. Ficorella®’, L. Lodola'?, P. S. Marrocchesi®>*, F. Morsani®,
L. Pancheri®’, L. Ratti"?, A. Savoy-Navarro>®, C. Vacchi'
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An array of avalanche pixels has been designed in a 180 nm CMOS process with high voltage (HV) option. This is a single poly,
up to six metal technology, tuned for applications to the automotive market. The array includes sensors with a pitch of 50 um x
100 um, different size (20 um x 20 um, 30 um x 30 um and 40 um x 36 um) and based on different process layers. Different
versions of the front-end electronics, implementing a passive or active quenching technique to suppress the avalanche, have been
monolithically integrated in the same substrate as the detector. The main purpose of this work is to investigate the characteristics
of the technology in view of the fabrication of a dual-tier, low material budget sensor for charged particle detection. The paper
will present the results from the chip characterization in terms of front-end electronics functionality, dark count rate, breakdown
voltage and optical cross-talk.

The activity leading to the results presented in this paper was carried out in the framework of the APiX2 project, funded by the Italian Institute for
Nuclear Physics (INFN).

N26-8: Performance Study of N-in-P Active Edge Planar Pixel Sensors for ATLAS Inner Detector Upgrade
T. Rashid"?, A. Lounis'?, C. Nellist*
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Active edge planar pixel sensors are promising candidates to instrument the inner layers of the new ATLAS pixel detector for
HL-LHC, thanks to its radiation tolerant properties and the increased fraction of active area due to a distance as low as 50 um
between the last pixel implants and the activate edge . This work addresses the study of active edge n-in-p planar sensors. It is
mainly aimed to investigate the performance of the different design configuration of these sensors. Simulation based on TCAD of
the doping profile as well as Secondary Ion Mass Spectroscopy (SIMS) measurements will be shown. Moreover, the electrical
characterization of some irradiated samples will be discussed. This study lead to optimize the different fabrication parameters for
silicon pixel detector for a better performance.

N26-9: Interstrip Properties of Highly Segmented Double Metal Strip Sensors



C. Fleta', M. Ullan', J. Fernandez—Tejerol, D. Quirionl, K. Lohwasser?, L. Poley2

!Instituto de Microelectronica de Barcelona, IMB-CNM (CSIC), Barcelona, Spain
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One of the challenges in designing highly segmented silicon detectors is to provide an easy interconnection of all sensor channels
with the readout electronics, usually with a different geometrical distribution. A possible solution is the use of a double-metal
technology, where the signals are routed on tracks fabricated on a second metal layer. However, the introduction of the second-
metal tracks may induce unwanted capacitive and resistive parasitics on the sensor: an increase in interstrip capacitance, signal
integrity issues such as cross-talk and pick-up due to capacitive coupling between metal layers, and variations on track and
interstrip resistance. A complete analysis of the influence of the second metal tracks on interstrip capacitance in a double-metal
strip sensor has been performed considering all the different layers present in the device cross-section. A detailed equivalent
model of the device has been considered taking into account all the parasitic elements introduced in the device by the second
metal tracks. The model has been matched with precise interstrip capacitance and resistance measurements on actual sensors,
including sensors irradiated with 60Co gammas to S0Mrad. This model will allow for future design and technology optimizations
of double-metal sensors.

N26-10: CMOS MAPS Development Status for the ATLAS Inner Strip Tracker Upgrade at the LHC
K. Kanisauskas

Experimental Particle Physics, University of Glasgow, Glasgow, United Kingdom
On behalf of the Strip CMOS Collaboration

The most recent developments in CMOS active sensor technology, driven by the upcoming silicon strip tracker upgrade at the
ATLAS for HL-LHC, demonstrate that commercially available high voltage (HV) and high resistivity (HR) processes could
potentially be employed for tracking applications in high-energy physics experiments. Currently prototype chips manufactured in
AMS HV-CMOS 350nm and TJ-180nm HR-CMOS processes are being investigated for their performance before and after
irradiation to the fluence levels reaching 1x 1015neq/cm2. The key areas of interest are the response of active pixels to minimum
ionizing particles (MIPs), edge-TCT studies, change in signal-to-noise ratio and speed of response. The results obtained so far
from two different AMS HV-CMOS prototype chips suggest more than twofold increase in depletion depth after irradiation for
the same reverse bias voltage, which manifested as a higher signal level induced by MIPs. On the other hand, the irradiation also
led to the increase in noise and negative effects on in-built pre-amplifier gains. The investigation of HV/HR-CMOS technologies
is not limited to laboratory measurements since TCAD models have been employed to simulate sensor characteristics. Some
preliminary simulations of charge collection have already been done using HR-CMOS sensor model.

N26-12: Characterization of Lateral Spatial Resolution in High Purity Germanium Double-Sided Strip
Detectors as a Function of Strip-to-Gap Ratio for a Fixed Pitch
M. Folsom', K. Ziock®?, J. P. Hayward'*

Nuclear Engineering, University of Tennessee, Knoxville, Knoxville, TN, US
’Nuclear Science and Technology Division, Oak Ridge National Lab, Oak Ridge, TN, US
Physics and Astrophysics, University of Tennessee, Knoxville, Knoxville, TN, US

Interpolation based on signals from strips neighboring the one directly over an event can be used to obtain spatial resolution in
double sided strip detectors (DSSD) that is better than the width of a single strip . At a fixed pitch, the signal-to-noise ratio of the
transient signals from the neighboring electrodes used to perform the interpolation should be a function of the ratio of the strip
and gap widths, indicating that an optimum ratio may exist. However, typically such detectors minimize the inter-strip gap size in
order to minimize incomplete charge collection. Results obtained using a finely collimated gamma-ray beam from a 133Ba
source show improved spatial resolution from a DSSD with a 2.5 mm gap compared to one with a 500 i;2m gap. In both cases
the strip pitch is S mm. The results agree with calculated signals obtained using charge transport calculations and weighting
potentials. Comparison of the experimental and calculated signals will be presented, together with implications for the optimum
gap width.

N26-13: Current Progress on 3D Diamond Detector Development at UTK
E. Lukosi', T. Wulz', B. Canfield?, L. Davis’, S. Spanier1

! University of Tennessee, Knoxville, TN, USA
2University of Tennessee Space Institute, Tullahoma, TN, USA

The use of lasers in fabricating 3D diamond detectors have faced challenges with noise and/or interface trapping. The issue lies in
the phase transformation of the graphitic columns. We have focused on an alternative approach, using reactive ion etching
techniques, to fabricate a 3D diamond detector. In this method, the wire electrodes or chromium over laser-created columns,



which have shown non-ideal properties for low-noise, fast radiation sensing applications. We will present on current progress on
detector design using this alternative approach along with radiation damage studies to planar diamond detectors.

N26-14: How to Build a Non-Depleted ' fully Depleted'" CMOS Monolithic Active Pixel Sensor
M. Deveaux

Institut fiir Kernphysik, Goethe University Frankfurt/M, 60438 Frankfurt/M, Germany
On behalf of the CBM-MVD collaboration

Thanks to their excellent performances for charged particle detection, CMOS Monolithic Active Pixel Sensors (MAPS) form the
technology of choice for the tracking and vertex detectors of various particle and heavy ion physics experiments including STAR,
NA61, ALICE, CBM.

To reach the radiation tolerance required for those applications, it is being tried to fully deplete the active medium of MAPS. This
is done by reducing P-doping of the active volume of the sensor and by applying a “high” depletion voltage U to the tiny N-well
implantations forming the collection diodes. According to the equation for flat PN-junctions, one expects a depletion voltage of a
few volts to deplete the pixel.

This ignores that the surface of the collection diode is regularly minimized to 10um? in order to reduce the input capacity of the
on-pixel amplifier. The diode is therefore rather described by a hemisphere then by a flat junction. We study the properties of
such a point-like diode and show that its depletion depth scales with U”(1/6) only. Consequently, a voltage beyond 1000V is
required to deplete a pixel. Moreover, the diode capacity saturates after applying few volts, no matter if the active medium is
depleted or not. Ignoring both features, one risks to build non-depleted sensors, which provide the illusion of a full depletion in
C/V measurements. This illusion is supported by the fact that naive TCAD simulations may overestimate the depletion depth
dramatically.

We discuss the origin of the above mentioned features and demonstrate the validity of our arguments by comparing our analytic
calculations with elaborated TCAD simulations and measurements. Moreover, we propose design rules for fully depleted MAPS.

This work was supported by HIC for FAIR, GSI and the BMBF(05P12RFFC7).

N27: Photodetectors - Poster session Il

Tuesday, Nov. 1  14:00-16:00 Etoile
N27-1: Development of Polycapillary Optics for a TES Microcalorimeter EDS System on a Scanning

Transmission Electron Microscope
A. Takano!, K. Machata', N. Iyomotol, T. Hara?, K. Mitsuda’, N. Yamasaki®, K. Tanaka®

! Applied Quantum Physics and Nuclear Engineering, Kyushu University, Fukuoka-shi, Fukuoka, Japan
’National Institute Jfor Materials Science, Tsukuba-shi, Ibaraki, Japan

3Institute of Space and Astronautical Science, Sagamihara-shi, Kanagawa, Japan

“Hitachi High-Tech Science Corporation, Sunto-gun, Shizuoka, Japan

Scanning transmission electron microscope (STEM) allows direct observation of the nanoscale structure with a high spatial
resolution. An energy dispersive spectrometer (EDS) performed on a STEM plays an important role in a wide range of science. A
Si (Li) semiconductor detector (SSD) is used for detecting X-rays in a typical EDS. An insufficient energy resolution of SSD
results in overlaps between adjacent peaks and hinders high accuracy analysis. A superconducting transition edge sensor (TES)
microcalorimeter system has been developed for improving the energy resolution of EDS performed on a STEM. The objective
lens of the STEM generates a strong magnetic field in the specimen chamber, which makes it difficult to operate the TES
microcalorimeter without degrading the energy resolution. Therefore, the TES microcalorimeter has been placed outside the
STEM column. To increase the effective detection solid angle, we employed polycapillary optics. The X-ray transmission
characteristics of polycapillary optics such as a focal spot size and an intensity gain depend on geometrical arrangements of the
optics and the X-ray energy. The counting rate of 300 cps was insufficient for a practical application to the STEM. To achieve the
counting rate larger than 5000 cps, we are now conducting development of a 64-pixel TES microcalorimeter system operating on
the STEM. In this work, the X-ray transmission characteristics of polycapillary optics for a single pixel TES microcalorimeter
were evaluated by analyzing results of energy spectrum measurements of X-rays transmitted by the polycapillary optics installed
in the STEM. Then we made a simulation code that reproduces experimental results. A polycapillary optics for a 64-pixel TES
microcalorimeter was designed with using the simulation code for evaluating X-ray transmission characteristics. We will perform
energy spectrum measurements of X-rays transmitted by the fabricated polycapillary optics for a 64-pixel TES microcalorimeter.

N27-2: Characterization of SiPM Properties at Cryogenic Temperatures
P. Achenbach!, M. Biroth!, A. Thomas', E. Downie?
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SiPM operation at cryogenic temperatures fails for many common devices. A particular type with deep channels in the silicon
substrate instead of quenching resistors was tested at liquid helium temperature. Two similar types were characterized from room
temperature down to liquid nitrogen temperature. The devices were mounted in vacuum with the temperature stabilized to allow
long-term operation.

With these measurements a deeper investigation of the influence of cryogenic temperatures on the SiPM properties was possible.
At cryogenic temperatures the SiPM signals have a fast rise-time, practically no after-pulses, and exhibit no increased crosstalk
probability. The dark count rate dropped exponentially with temperature. In the full temperature range the voltage drop across the
diode in forward direction was measured to compare doping properties that influence the reverse saturation current through the
charge carrier density. SiPM signals from a LED pulser were acquired with single-pixel resolution. Charge collection spectra at
different temperatures and light intensities were used to extract the shift in break-down voltage and quantum efficiency. The
single pixel gain and the pixel gain variation were comparable to room temperature at the same over-voltage.

The characterized devices can be used for the read-out of an active polarized target at temperatures between 1 and 4 K for photo-
nuclear experiments at the high-energy beam of the Mainz Microtron MAMI in Germany.

N27-3: Experimental Investigation of Excess Noise Factors in Silicon Photomultipliers
G. Kawata', J. Yoshida?, K. Sasaki?, R. I-Iasegawa1
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