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Abstract— This paper presents a single camera system which

can be used to detect people wearing reflective vests. The system

has been evaluated in indoor and challenging outdoor environ-

ments with direct sunlight into the camera. A monochrome

CMOS sensor equipped with an IR bandpass filter, a fish-eye

lens and a set of IR-LEDs are utilized to take a pair of image

snapshots, one with and one without the IR-flash. These pairs

are then processed to detect areas with significant changes in

the intensity values, which are likely to correspond to reflective

materials such as reflective vests.

I. INTRODUCTION

People detection is an important task which has to be
addressed on the way towards safe autonomous machines
capable of operating in a shared workspace with humans. It
has also received attention from driver assistant technology
community to automatically detect pedestrians by, for exam-
ple, Volvo and Subaru. Both companies use a combination of
range data with vision; Volvo uses radar and a single camera,
whereas Subaru uses stereo cameras. It is worth noting
that these car-systems are not explicitly used for people
detection but rather for more generic obstacle avoidance and
for automatic speed control.

To perform people detection, many different sensor modal-
ities are used and commonly combined. One of the most
utilized sensor is laser scanners, see for example [1], due to
its high precision and accurate distance information which
makes segmentation and clustering problem much more
straightforward than pure camera based solutions. Cameras
are on the other hand less expensive, provide high density
data but have difficulties to handle a large variety of light
conditions. There exists a large amount of work that deals
with sensor fusion (laser scanner and camera) to detect
people [2]. Another example of a sensor which has been
used for people detection are thermal cameras [3], which
utilize the emitted heat of humans.

The main difference compared to the related work men-
tioned above is that in this work we exploit a restriction
imposed on the people present in the vehicle’s environment to
enhance their visibility, namely that they must wear reflective
vests, see Fig. 1. With the system proposed in this paper, the
reflective material of the vest is detected by processing a
pair of images, one taken with an IR-flash and the other
taken directly afterwards without active illumination. By
processing this pair of images, the system is able to detect
persons despite difficult and varying illumination settings
ranging from bright sunlight to dark environments.
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Fig. 1. A reflective vest. Please note that there is a large variety of reflective
vests and there is no standard pattern in which the reflective areas are
arranged. It is also common to add reflective markers directly into clothes,
an example of a jacket with inbuilt reflective material can be seen in Fig. 7.

II. RELATED WORK

The core principle of the proposed people detection system
is to take images with and without the IR-flash and process
them as a pair. Therefore the technique presented does not
directly compare to other work mentioned here.

To give another viewpoint on safety and people detec-
tion, this paragraph discusses the regulations that determines
how automated guided vehicles (AGV) can operate in the
vicinity of humans. Modern AGVs are allowed to have non-
contact obstacle detection systems, laser scanners, instead of
bumpers. These systems are regulated by safety standards
including US ASME B56.5 and the British EN 1525 / 1526.
In the specification EN 1525, the object size and reflectivity
that need to be detected to comply with the standards are
specified. Based on the performance of the sensor, the sensor
is classified for a specific max safety distance, for example,
the SICK S300 has a max safety distance of 2 meters,
whereas the SICK S3000 has a 4 meters safety distance. One
example of the requirement of the object size is for the sensor
to detect a 600 mm cylinder lying perpendicular towards the
sensor with a diameter of 200 mm. This volume is intended
to represent a fainted person lying flat on the ground. Worth
to note is that the safety standards do not distinguish between
obstacles and humans. This distinction is, however, very
important since a person lying on the ground may be merely
a small bump on the path for large vehicles such as the
vehicle shown in Fig. 8. These standards are only valid where
the flat floor assumption holds and, hence, it is far from being
applicable to outdoor environments in uneven terrain or, for



example, in heavy rain/snowfall.
One shortcoming of research performed on people de-

tection is that the case of a fainted person (person lying
flat down on the ground) is typically not considered, many
authors only consider persons standing upright [1].

To detect people using only visual information are com-
monly done by utilizing visual features in combinations
with with machine learning techniques [4]. In principle,
the problem of people detection and object detection using
cameras is very similar. However, to list a complete survey
of one of the most active topics in computer vision is beyond
the scope of this paper. A survey about pedestrian detection
using a single camera is presented by Enzweilier et al. [5].

Worth mentioning and also related to our work is the
use of reflectivity values from other active sensors, which
emit signals such as light. For example, the state-of-the-shelf
navigation system for AGVs utilize reflectors as artificial
landmarks in the environment. Most laser scanners provide
reflectivity values in addition to the range and bearing values
which could be used to detect reflective areas. Essentially
the same holds for time-of-flight (TOF) cameras which use
active illumination to determine range data and also return
intensity values. The key difference here is to combine the
camera images with and without the emitted light. The most
similar case to the previous mentioned sensors above would
be to only utilize data from the image taken with the flash
(and not data without the flash).

One notable difference to systems which are used to assist
drivers in cars is the field of view the sensor has to cover.
A loading / unloading scenario frequently comprises sharp
turns, reversing etc. compared to driver assistance systems
for cars, which need to observe a relatively narrow cone in
front of the car, a crucial requirement for our application
scenario is a very large field of view (FOV). This imposes
that the system should be able to detect people with a low
resolution.

III. DETECTION SYSTEM

The system works by comparing two images, one taken
with the flash I f and one taken without In f . Since the system
is mounted on a moving vehicle straightforward background
subtraction methods are not applicable here. Instead small
interesting sub regions in the images, called keypoints, are
used in order to relate the two images I f and In f to each
other. The method of extracting keypoints is selected based
on its ability to detect reflective areas, i.e., local peaks in the
intensity values. Each keypoint, please note that keypoints
are only extracted from the I f image, is then tracked in
the image without flash In f . Since In and In f are taken in
short succession, the displacement of the tracked keypoints
between the two frames should be relatively small, even
if during a quick turn or a bumpy ride. Please note that
the processing sees the two images as a pair. Based on
how the keypoints can be tracked, the system utilizes a
window around the keypoint to determine if the intensity
change is above a predetermined value. If so the system
reports this area to contain reflective material. An overview
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Fig. 2. An overview of the data flow within the system. A squared boxes
indicates the data type and a box with rounded corners a method.

diagram can be seen in Fig. 2 and an example detection
result can be seen in Fig. 3. One important criterion is to
perform the detection at “real-time”, which for computer
vision applications sometimes is referred to be at least 10
Hz [6].

A. Hardware

The system consists of a standard of-the-shelf
monochrome CMOS sensor, IDS imaging USB UI-
1228LE, with a resolution of 752 × 480 pixels. A band
pass filter with a center wavelength of 852 nm with a full
width-half max of 10 nm is mounted between the lens and
the sensor. The lens is a fish-eye type with an approximate
FOV of 180 degrees. Next to the camera 8 IR LEDs with
a wavelength of 850 nm are placed around the camera, see
Fig. 4. The emission characteristic of the LEDs is such
that the emission reaches its maximum in the direction
normal to the LED and falls down to 50% at an angle of
60 degrees to normal direction. This assures a wide and
relatively uniform illumination coverage of the camera’s
FOV. The LEDs are mounted in a way that directs weaker
illumination to the top and bottom of the image. These
directions are less important for people detection since
they typically correspond to partial views of the vehicle
itself (when looking downward) and the sky (when looking
upward). Further on, the camera images are rectified to only
contain a panorama where the top and bottom parts of the
image are removed.

One difficulty of having a large FOV is that object size
decreases very rapidly in the image coordinates with larger
distance, i.e. only a small amount of pixels might represent
the object to be detected. For cameras the width x given



Fig. 3. An example result of the detection system mounted on the
autonomous wheel loader, shown in Fig. 8. The top figure shows an image
taken with the flash and the bottom one without. The purple circles indicate
detections. The sun can be seen at the top right of the image. The filled
white circle at the bottom left is a lens artifacts that occurs due to direct
sunshine into the sensor. Additional artifacts can be seen along the line
between this artifact and the sun.

Fig. 4. The standard CMOS monochrome camera equipped with a band
pass filter of near IR and a fish-eye lens. Around the camera lens the 8
IR-LED diodes are clearly visible.

in pixels at which an object appears is given by x = kX/Z,
where X is the width of the object, Z is its depth and k is a
camera constant depending on the resolution of the camera
(higher resolutions correspond to larger values of k) and the
lens (a large FOV corresponds to a smaller k). To illuminate
a large FOV the diodes have to spread the light to cover
the FOV of the camera. The active illumination intensity E
decrease with distance to the object by E ∝ Z−2, where Z
is the distance to the illuminated object. This makes distant
objects not only to be visible with low spatial resolution in
terms of few pixels but also to have low active illumination
intensity.

An example of an image pair obtained with and without
flash can be seen in Fig. 3.

B. Image Pair Snapshot Collection and Unwrapping
All the post processing is done using a pair of images

Ip =< I f , In f > consisting of one image taken with flash
I f and an image without flash In f . The time t between the
images is kept as low as possible. The unwrapping of the
fish-eye image to a panorama, a virtual cylinder, is done to
limit the area of interest since the top part and the bottom
part of the fish-eye image only contain the sky and vehicle
respectively.

C. Keypoint Extraction
Since the feature selection is done only in the image

taken with the flash, only positive intensity peaks have to be
detected. The key point extraction method used is the STAR
algorithm by Konologie et al., which is a slightly modified
version of CenSurE [7].

The key property we require from the keypoint detector
for the proposed system properties is to detect blob-like
features over different scales, under the assumption that a
reflective vest can be well represented as a single blob at
longer distances. The scale invariant property is important to
be able to detect intensity peaks of different sizes. Further
on, the usage of a blob-like feature detector makes the
center of the detected keypoint to be in the center of the
intensity peak. Note that the STAR keypoint detector was
modified slightly to only respond to positive peaks. This
means that a peak with bright center will be detected but
not negative peak, a center with a darker area. An example
figure containing extracted features, marked as circles can
be seen in Fig. 5. There exist a large variety of different
keypoints detectors [8], in this case the constraints given
by the speed, blob-like detector and scale invariance limited
our selection. For example, detectors that were found useful
albeit much slower were, for example, the keypoint detector
used in SIFT [9]. In general, keypoint detectors that search
blobs work better to detect reflective vests than detectors
which find corners. In the context of our application scenario,
corner detectors required a much higher spatial resolution to
detect reflective vests at medium of long distance.

D. Keypoint Tracking and Intensity Check
Many detected keypoints do not originate from reflective

vests but are simply areas which are bright and therefore
contain much light reflected from the sun, see Fig. 3. To
check each keypoint for changes in intensity, each keypoint
is tracked in the next frame without the flash using the Lucas-
Kanade tracker implementation [10]. Since the tracker only
needs to track a few keypoints the computational require-
ments are kept small. The selection of a “keypoint” tracker
serves two purposes. First, the tracker naturally keeps the
spatial layout of the features by only searching at a vicinity
of the keypoints, called temporal persistence, secondly it
is enough to detect keypoints at one image instead of two
avoiding the search for correspondences between the two
keypoint sets. Since the images in each pair Ip are taken in
very short succession (the second images is taken between
1-2 ms after the first one) the additional benefits of various



Fig. 5. An example of keypoint extraction in an outdoor setting. The
green circles indicates extracted features where the diameter of the feature
corresponds to the scale of the feature. Green circles are classified as
regions where there is no reflective material. The purple color indicates
an substantial intensity change between the corresponding features in the
flash/no flash image pair. The radius of the purple circles indicates the
amount of intensity difference. It can be seen that the detected changes are
induced by the back lights of two wheel loaders, which indeed consist of
reflective material. The intensity change could also originate if the brake
lights were altered in between the collection of the image pair Ip. The bucket
of the wheel loader is seen in the lower part of the image.

Fig. 6. Keypoint extraction is performed only within a bounding box of the
image I f . This allows features to be tracked even in case of quick rotational
movements. Please note that the bounding box constraints are only used
when extracting the features and not while tracking the features.

invariant properties such as rotation, affine and intensity are
not important and the problem can instead be addressed as
a tracking problem. Note that a prediction could be made of
the movement of the features by utilizing motion estimates
of the vehicle, however, this is not currently utilized.

If the tracker finds a suitable match then an additional
evaluation is done to check whether the intensity change
inside a window wi around the tracked keypoint is below a
threshold t (in the evaluation t = 10 was used), we considered
that the keypoints correspond to an area without reflective
material, see Fig. 5. Note that the tracker window wt is set
to be larger than wi (in the evaluation wi = 8 and wt = 16),
which makes the illumination changes to be sensitive to small
areas while the tracking utilize more spatial information. If
the tracker is unable to track the keypoint in the other images
could either occur from very large changes in the intensity or
that the keypoint is on or outside the border of the image. To
avoid extracting keypoints lying on the border of the image
I f which might not be visible in In f due to quick moments of
the vehicle, only features which are located within a distance
from the image boundary are used, see Fig. 6.

Fig. 7. An example of an indoor image pair in a warehouse. On top is the
image with the flash and below the image without the flash. Worth notifying
is that the reflective pattern of the reflective vests differs significantly
between different types of reflective vest. This can be seen in the top figure
at the rightmost person, who is wearing a jacket with embedded reflective
markers in the fabric.

IV. EXPERIMENTS

The reflective vest detection system has been tested in
an indoor warehouse environment and outdoors on a gravel
loading production site and a parking lot. As expected, the
indoor scenario is less challenging, see Fig. 7. However,
despite the simplicity of the scene shown in Fig. 7 there
are locations, for example, when passing large open front
doors with sun glare where, for example, plain intensity
thresholding would fail. During the outdoor experiments the
camera unit was mounted close to the roof of a wheel loader,
see Fig. 8.

Hand-labeled ground truth data is used to evaluated the
system using a sequence of images. Since there is no com-
parable system to our knowledge which works on a similar
principle the system is evaluated against the Histogram of
Oriented Gradient (HOG) descriptor approach available in
the OpenCV library [11]. The results are shown in Fig. 9, as
precision-recall curves for both methods.

All other presented results are shown using only a few,
but representative snapshots of the system. Further on, all
presented figures and results use the exact same parameters
independently of the data set to show the generality of the
system. It is also worth mentioning that the result presented
is from a single frame system, meaning that no information
from previous detections are maintained which could be very
beneficial to remove spurious outliers.

A. Ground truth evaluation and comparison with HOG

A set of 120 consecutive images was labeled from a
sequence with direct sunshine into the camera, one similar
example image can be seen in Fig. 3. In the sequence three
persons were present at different distances (close, medium
and far/medium). The detected reflective areas in Fig. 3
would correspond to close and medium distance. The HOG
evaluation was preformed using the images without the flash
In f , also the HOG based detection had no limitation in
terms of computational time, instead the search parameters
controlling the search area (stride and padding) was adjust to
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Fig. 8. Sensor unit mounted on the vehicle.
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Fig. 9. Precision recall graph comparing HOG detector approach with the
proposed method denoted ’reflex’ in the plot.

improve the results giving a computational time of approx-
imately 3 seconds per image. Each evaluation was repeated
for a set of different thresholds for both systems to create
precision-recall curves shown in Fig. 9. To avoid multiple
detections of the same person influences the results only one
true positive was allowed per region.

The results shows that the proposed methods works com-
paratively well. The HOG detector approach only occasion-
ally managed to find the closest person in the test. The false
negatives in this test occurs to a large extent because of large
distances to the reflective areas and, in some cases, that the
reflective areas were overlapped with lens artifacts due to
direct sunshine. False positives occurred mainly from lens
artifacts.

B. Fainted Person
As discussed in the Sec. II, one important requirement of

the safety standard is to be able to detect people lying flat
on the ground. To test the camera system proposed in this
paper a reflective vest was placed directly on the ground. As
can be seen in Fig. 10, the system did not have any problem
detecting the reflective areas of the vest in this setup.

C. Maximum Range
To test the maximum range the system can cope with

persons were detected while they were moving away. When
the system no longer can see the person the distance to

Fig. 10. The top figure shows an image taken with the flash and the
bottom one without. Two persons are visible in the images and a reflective
vest lying on the ground representing a fainted person, which would be very
difficult to spot in range data alone.

a nearby object (measured by a laser scanner) is used to
estimate the maximum distance the system can handle. Based
on this principle the maximum range of the system was
estimated to be approx. 20 meters, in outdoor clear conditions
with sunshine, see Fig 11. The experiment was done with a
slightly different hardware setup, where an IR pass (Kodak
Wratten) was used instead of the narrow band pass filter.
This setup will therefore be more sensitive to background
illumination.

D. Snowfall

Some of the data sets were collected in snowy and windy
conditions. This can mainly be seen as a slightly bent lines
in the image. The system proved to handle the snowfall well.
The reflective areas are still detectable, however, as can be
seen in Fig. 12, the snow sometimes gives false positives.
It is also evident that the snowflakes which are closest to
the camera are the ones which gives rises to the strongest
responses. This would be one example where a filtering
approach could provide a remedy for these spurious false
positives.

V. CONCLUSIONS AND FUTURE WORK

We have presented a system that addresses the problem
of detecting persons on a site where machines and people
are working in close proximity. The system assumes that
each persons is wearing a reflective vest, which is obligatory
for many workplaces. Currently, the proposed camera works
on the basis of a double flash/no flash snapshot and does
not exploit information from previous frames, which would
help to decrease spurious readings from snow. One important



Fig. 11. These four pictures are from the sequence in which the maximum
distance at which a person can be detected was investigated by observing
when the person could not detected any longer. The pile is located 20 meters
away. During this setup the camera / wheel loader was slightly tilted.

characteristic of the developed system is that it can run
without any other sensory input to provide data at high rate
(> 10 Hz), the output could also be useful as additional
safety information to assist human drivers.

Our future work will include primarily an extensive evalu-
ation with hand labeled ground truth labeled data, which will
allow to compare different methods and parameter values.
It could also be worth to investigate different sensor setup
to extend the maximum detection range. To obtain range, or
relative location estimate to the detected regions, geometrical
constraints would be needed preferable from an additional
range sensor.

Another ongoing work is the classification of the returned
reflective areas due to their shape to reduce the false positives
originating, for example, from snow, reflective markers or
lens artifacts visible in direct sun light. Finally, we will
implement a mechanism that tracks reflective blobs over a
sequence of frames. This should decrease the amount of
spurious false positive and false negative readings.
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The transfer of research results to market-ready products is 
often a costly and time-consuming process. In order to generate 
successful products, researchers must cooperate with industrial 
companies; both the industrial and academic partners need to 
have a detailed understanding of the requirements of all parties 
concerned. Academic researchers need to identify the 
performance indicators for technical systems within a business 
environment and be able to apply them.  

In service logistics today, nearly all standardized mass goods 
are unloaded manually with one reason for this being the 
undefined position and orientation of the goods in the carrier. A 
study regarding the qualitative and quantitative properties of 
goods that are transported in containers shows that there is a 
huge economic relevance for autonomous systems. In 2008, more 
than 8,4 billion Twenty-foot equivalent units (TEU) were 
imported and unloaded manually at European ports, 
corresponding to more than 331,000 billion single goods items.  

Besides the economic relevance, the opinion of market 
participants is an important factor for the success of new systems 
on the market. The main outcomes of a study regarding the 
challenges, opportunities and barriers in robotic-logistics, allow 
for the estimation of the economic efficiency of performance 
indicators, performance flexibility and soft factors. 

The economic efficiency of the performance parameters is 
applied to the parcel robot – a cognitive system to unload parcels 
autonomously from containers. In the following article, the 
results of the study are presented and the resultant conclusions 
discussed.  

 

I. INTRODUCTION 
lobalization increases the transportation of goods, 
implying that efficient processes for goods 

transportation would be a competitive advantage for 
companies to have. One possibility to create efficient 
processes is the automation of process chains, but 
automation within logistics chains faces one of its largest 
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challenges in the handling of randomly packed goods. If it is 
not possible to develop a system that handles these tasks 
using existing methods and technology, research projects are 
often initiated to tackle the problem. The subsequent transfer 
of research results to market-ready products is frequently a 
time and cost consuming process. If researchers keep in 
mind the performance indicators for technical systems in a 
business environment, it is possible to achieve this purpose 
with less effort. This paper therefore focuses on performance 
indicators for autonomous systems in loosely structured 
environments within logistics. 

The paper begins by identifying the unloading of goods 
from containers as a task within logistics, still requiring a 
high amount of manual labor and also being a highly 
challenging scenario for automation. Subsequently, a study 
about the qualitative and quantitative properties of 
transported goods reveals the economic relevance of 
employing cognitive systems for this task. The key 
information from a study about potentials, requirements and 
challenges for robotics in logistics are summarized to derive 
performance parameters for cognitive robotics systems in 
logistics applications. These statements are used to obtain 
performance parameters, which are applied afterwards to the 
parcel robot – a cognitive system for unloading cuboid 
goods. The conclusions are summarized in the final part of 
the paper.  

II. AUTOMATION IN LOGISTICS CHAINS 
Many different definitions exist for logistics with respect 

to the angle of view [1,2]. All definitions commonly agree 
that logistics is the planning and implementing of material 
flow and information flow within a supply chain. 

This paper sets a focus on service logistics. “Service 
logistics includes the complete planning, controlling, 
realization and testing of all institution internal and 
overlapping flow of goods and personnel” [3]. Typical tasks 
for the material flow within service logistics are 
palletizing/de-palletizing, commissioning and 
loading/unloading of carriers. Among these tasks the 
automation of unloading is the most challenging due to the 
undefined position and orientation of goods in the carrier.  

Typically, goods in containers can be classified by their 
packaging. They are either transported on pallets, have 
random packaging, or have standardized packaging. Today, 
forklifts usually unload palletized goods, further automation 
cannot promise more economic efficiency. Goods with 
random packaging may have different dimensions (up to the 
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Applications 

Wolfgang Echelmeyer, Alice Kirchheim, Achim L. Lilienthal, Hülya Akbiyik, Marco Bonini 

G  



 
 

 

size of the container) and different weights (up to the 
maximum payload of containers) so that automation may not 
be economically efficient because individual solutions 
would be necessary. On the contrary, goods with 
standardized packaging are often consumable goods; their 
packaging is within a certain bandwidth regarding both their 
dimension and weight, making automation a good prospect 
[4].  A study has been conducted to validate these 
assumptions about the qualitative and quantitative properties 
of transported goods [5]. The core statements are 
communicated in the following section.   

III. TRENDS IN THE CONTAINER MARKET 
Global economy goes hand in hand with world trade and 

builds the foundation of container traffic. There is a positive 
relationship between three factors, since an increase of the 
international economy of 3 % leads to a 6 % increase in 
world trade and a 9 % increase in container traffic [9]. The 
growing needs in container shipping caused by an increase 
in the volumes handled worldwide are justified, considering 
the recent positive development of global economy after the 
global financial crisis in 2009. 

The container traffic is mostly handled within three major 
trade routes: the Transatlantic route between North America 
and Europe, the Transpacific route between North America 
and Asia and the Europe-Far East route between Europe and 
Asia. These are the major routes within the container market, 
since they connect the countries of the triad with 85% of the 
worldwide container traffic occurring within these routes, as 
shown in the figure 1 [10].  

 

 
 

Figure 1: Trade routes [10]. 
 

In order to gain new information about the recent 
developments in the container market, a study was made 
among the market leading shipping companies. The study 
was conducted on European container traffic with its focus 
on the contents of containers arriving in European ports and 
the process of unloading of containers.  

The main ports within Europe are in Nordrange namely 
Antwerp, Bremerhaven, Hamburg, Amsterdam and 
Rotterdam, whereas the study includes the European ports 
shown in figure 2. 

 

 
 

Figure 2: European ports.  
 

The target of the study was receiving internal data 
concerning the contents of containers, which includes the 
different types and quantities of goods transported within 
containers to European ports. The survey was conducted 
through the use of interviews via telephone and e-mail. All 
data from the three shipping companies was then analyzed. 
These companies are within the first ten shipping companies 
in the world ranking. Apart from the internal political 
decisions of the interviewed companies, other companies 
were unable to participate in this study due to the technical 
limitations of their systems. As a result, more than 13 % of 
total European imports could be analyzed in detail.  

The method used to generate the qualitative and 
quantitative statements was based on the information 
regarding the various kinds and quantities of enterprises. 
Based on this information, the next analysis step took 
different types of packaging and geometrical forms into 
account. Beginning with the available literature and 
interviews with experts, as well as personal experiences and 
assumptions, the piece goods were given weights and 
volumes. The quantitative statements arise from the total 
amount of goods and the previous qualitative analysis.  

The following transport packaging is mainly used for the 
transport of goods in containers and load carriers: 

• barrels, cylinders, canisters 
• euro palettes 
• boxes, cartons 
• heavy-load carriers, low-load carriers 
• sacks, bags 
• large bags 
• sheds 
• rolls, coils 

A thorough examination of the aforementioned transport 
packaging, regarding its relevance for the process of 
automatic unloading, shows that only sacks and bags, 
cartons and tires can be considered for this purpose. These 
correspond to the cuboid, cylindrical and free geometrical 
forms. After analyzing the imported goods, about 63.8 % of 
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the goods in question, those that have been imported in 
containers, can be automatically unloaded in European ports. 
The key result of the report stated that 46.7 % of these goods 
come in boxes of different sizes. Goods in sacks are made up 
15.1 %. The proportional amount of cylindrical forms is 
limited to 0.05 % [5]. These results are shown in figure 3.  

 

 
 

Figure 3: Main results of the study [5]. 
 

Most boxes arriving in Europe come from the Far East, 
whereas free-shaped goods are mainly imported from South 
American countries. 

The need and feasibility for automatic unloading of 
containers will be more than justified, considering the 
imported volumes in European ports measured in Twenty-
foot equivalent units (TEU). In 2008, 8.4 billion TEU 
arrived in European ports that were dedicated for automatic 
unloading [10]. The potential for such systems is growing 
with the increasing trade volumes due to globalization and 
labor division. Within the study it has been attempted to 
express the amount of imported TEU in the amount of piece 
goods. Knowing that this analysis is based on several 
assumptions, there was potentially more than 331,000 billion 
piece goods unloaded manually [5]. 

The previous section has identified the economic 
relevance for automatic systems for unloading containers. A 
study was conducted because the success of employing such 
systems in companies is influenced by further factors. The 
objective is to point out the potential, requirements and 
challenges for employing robotic systems as an alternative to 
manual labor.  

IV. PERFORMANCE INDICATORS FOR AN AUTONOMOUS 
SYSTEM 

In 2007, an online survey was conducted, interviewing 
parties involved in the robotic-logistics market [6]. The 
study is continuously updated and will be published again in 
2011. Most of the participants are from logistics companies, 
technology suppliers or research institutions. Within this 
section, core statements were extracted from the study, 
which form the basis for obtaining performance indicators 
for cognitive robotics in logistics applications.  

The study states with respect to: 

1) Implementing robots: The main reason not to 
implement robots is the lack of economic efficiency (50%). 
Further reasons would include products not being market-
ready (23 %) and suboptimal basic conditions for robots 
(23 %).  

2) Automation and implementation of robots: More than 
half of the participants (54 %) stated that automation is 
important for their institution. 67 % of the participants plan 
to implement robots within the next five years or further 
investigate the idea in more detail. The optimal path to 
automation should be achieved step by step until reaching 
complete automation (54 %). 

3) Barriers, challenges and risks: The participants stated 
that economic efficiency, cost-benefit ratio and inflexibility 
are the primary barriers, challenges and risks. Furthermore, a 
lack of know-how has been highlighted.  

4) Places of implementation for robots: Primary places for 
robot implementation is the unloading/loading and 
commissioning of goods. One third of the participants 
evaluated adaptability as major criteria for the 
implementation of robots.  

5) Potential from the implementation of robots: 
Participants mainly stated three potentials, which are the 
improvement of process quality, the combination of robots 
with further technologies (e. g. RFID) and the efficient 
planning of material flows. 

The study shows that the most important point for 
companies is economic efficiency, which has an influence 
on the decision of whether to implement automation. 
Therefore, economic efficiency is one performance 
indicator. Because the economic efficiency of a system is 
mainly dependent on the machine performance and its costs, 
machine performance is a second performance indicator. 
The flexibility of the system is a third performance indicator, 
derived from the statement regarding the barriers, challenges 
and risks. The forth performance indicator is a collection of 
soft factors including increase of process quality and 
ergonomics of the working area. So, as a result of the study 
at least four key performance indicators can be derived:  

1) Economic efficiency: The economic efficiency is 
calculated via a comparison of cost method and a net present 
value method. For details regarding these methods the 
interested reader is referred to Götze et al. [7]. 

2) Engine Performance: The minimum engine necessary 
to operate the system can be calculated from the parcels per 
year and per incoming buffer.  

3) Flexibility: It is not possible to measure the flexibility 
of the system in numbers, however estimation of the 
percentage of goods that can be handled automatically gives 
guidance. 

4) Soft factors: Ergonomics of the working area, safety, 
process quality.  

The first two performance indicators are described in 
detail in this paper. Three scenarios of the cognitive system 
parcel robot will be developed exemplarily, so that the 
performance indicators economy efficiency and engine 



 
 

 

performance can be analyzed and evaluated in the context of 
a possible application at logistics companies. Within the 
scenarios, the efficiency of the system is evaluated 
depending on engine performance (cycle time), meaning that 
both performance indicators are covered.  

The other two performance indicators, flexibility and soft 
factors, are difficult to validate and evaluate. On the one 
hand, this is due to the fact that it is not possible to make 
statements about the impact of the development of more 
flexible piece goods on system cost and performance (cycle 
time). On the other hand, information and figures about costs 
of down times are held strictly confidential by the 
companies, so that a realistic evaluation is difficult to result 
in accurate statements. Therefore, the analysis within this 
report is based and focused on the first two performance 
indicators.  

V. EVALUATION OF PERFORMANCE INDICATORS FOR AN 
AUTONOMOUS SYSTEM 

The performance indicators are evaluated for an 
application field within logistics that is still challenging for 
researchers as is the unloading of goods from containers. 
This is challenging due to the undefined position and 
orientation of the goods within the restricted workspace, the 
very low salary level for workers and the requirements for 
the short period of time for unloading a container. As a 
cognitive robot (parcel robot) is already available on the 
market for the specific case of parcels, performance 
indicators are applied for the unloading of parcels from 
containers. 

 The parcel robot, shown in figure 4,  is a 4-axis kinematic 
system able to unload containers with a rate up to 500 
parcels per hour. Cuboid goods in the range of 200 mm to 
600 mm for each edge length and a weight of up to 31.5 kg 
are suited to be automatically unload through this system. 
The possibility to extend the parcel robot up to 6-axis 
kinematic, with modular grippers and a telescopic belt 
conveyor, gives the system the necessary flexibility in order 
to reach all parcels positions [8].  

 

 
 

Figure 4: Parcel Robot 
 

The evaluation is restricted to the first two performance 
indicators economic efficiency and performance. Three 
typical types of companies were chosen for the evaluation. 
The values of the parameters necessary to apply the 
performance indicators are the number of parcels per year 
and per incoming buffer (P), the operation time in hours per 
day (O) and the costs of a worker per hour (Cw). By using 
the number of parcels per year, incoming buffer and the 
operation time per day, the minimum parcels to be unloaded 
automatically per hour can be calculated by using an average 
number of 250 working-days per year. Furthermore, the 
interest on capital is set to 6 %, the cost for the system (CS) 
is set to ! 250,000 and the operating costs for the system 
(CO) is set to ! 4.30 per hour for all three companies. To 
assure comparable results, all companies have been chosen 
such that the parcel robot has to unload 330-480 parcels per 
hour.  

 All companies are representative within the area of 
service logistics. Company 1 is located in West Germany 
has a value of 1,200,000 parcels per year and incoming 
buffer, operation time is 10 hours and the cost of a worker 
per hour is ! 39. Company 2 represents a company in East 
Germany, where the costs for workers is far below those in 
West Germany. The number of parcels per year and 
incoming buffer is 1,500,000 parcels, the operation time is 
18 hours and the costs of a worker per hour is ! 10. 
Company 3 is located in Canada. The number of parcels is 
2,250,000 parcels, the operation time is 20 hours and the 
costs of a worker is ! 40. An overview of all scenarios is 
given in Table 1. 

 
TABLE 1 

SCENARIOS FOR EVALUATION OF PERFORMANCE INDICATORS 

 Parameter Scenario1 Scenario 2 Scenario 3 

P [pcs] 1,200,000 1,500,000 2,250,000 
O [h] 10 18 20 
CW [!/h] 39 10 40 
CS [!] 250,000 250,000 250,000 
CO [!/h] 4.3 4.3 4.3 
I [%] 6 6 6 

 
The net positive value analysis in Figure 4 shows the 
difference in pay back period in the three scenarios.  
 



 
 

 

 
 

Figure 5: Net positive value analysis. 
 
For company 1, the first scenario, the investment is paid 
back and becomes profitable in 3 years, for company 2 in 15 
years and for company 3 in 1 year and 6 months.  
 

 
 

Figure 6: Break Even Point in number of parcels I. 
 

 

 
Figure 7: Break Even Point in number of parcels II.  

 
The breakeven analysis in Figures 5 and 6 is shown in the 
number of parcels. It indicates that the breakeven point is 
reached at 3,487,000 parcels handled per buffer in the first 
scenario, 10,022,000 parcels in the second scenario and 
3,151,000 parcels in the third scenario. 

VI. CONCLUSION 
Several conclusions can be drawn from the evaluation of 

performance indicators in the previous section: 
1) The convenience of automatic systems increases 

rapidly with the number of parcels suited to being unloaded 
automatically. For this reason companies in the third 
scenario can benefit from higher profits from an automatic 
system than companies in the first scenario. Companies in 
the third scenario have a payback period of 1 year and 6 
months, which is lower than the target payback period of 2 
years that is considered to be the cut-off in the decision of 
whether to make the investment. Companies in the first 
scenario have a payback period of 3 years, which is beyond 
this limit, but for companies in this scenario the system 
could be modified in order to save 10-20% of the initial 
investment. This would shift the payback period very close 
to the cut-off of the two years.  

2) The convenience of automatic systems increases 
substantially with the growth of personnel costs. For this 
reason companies in scenario 2 don’t seem to be suitable for 
using automatic systems; the extremely low personnel cost 
in this scenario pushes the payback period far beyond the 
cut-off of two years (15 years in scenario 2).  

3) As mentioned in point 1, automatic systems could be 
modified in order to save 10-20 % of the initial investment. 
This saving could be translated into a 10-20 % reduction in 
the breakeven point in the number of parcels, but is only true 
if the modifications to the system will not reduce the number 
of parcels that are suited to be automatically unloaded. 
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User-Specified Performance Metrics for Autonomous Robots in
Warehouse Logistics

Lutz Frommberger, Torsten Hildebrandt, Bernd Scholz-Reiter

Abstract— Autonomous robots rely on a large variety of
different skills that all contribute to solving a concrete problem.
For any of these skills, performance measures exist. It is
not always clear, however, how expressive these measures are
with regard to the overall performance of the robotic system
in a particular task. In this paper, we discuss performance
metrics for autonomous robots on an example from warehouse
logistics. We point out that individual metrics for lower-level
subtasks might have limited value for assessing the whole system
from a logistics perspective, also depending on the task to be
solved. Thus, we argue for formalized user-defined performance
measures on a high level of abstraction that allow a human
operator to assess the things that really matter for the problem
at hand. We exemplify this by showing results from an ongoing
case-study with a surveillance robot in a simplified warehouse
setting.

I. INTRODUCTION

For a logistics company running a warehouse, the use of
robots is an economic decision: They are employed if it either
pays off monetarily or yields other benefits. In a warehouse
context, potential savings can be due to reduced storage times
in the warehouse, shorter traverse paths, higher throughput
of goods, etc.. Looking at these parameters, it can easily be
evaluated if the use of a robotic system pays off in contrast
to not using it. This comparison, however, can only be
performed after the robotic system has been implemented—
but a company would want to answer the question of cost-
effectiveness before paying for implementing a new system.

In this paper, we particularly look at surveillance robots.
To complete their mission, such robots have to perform
several different tasks, such as mapping and localization of
the environment, navigation within the warehouse, cooper-
ation of robot teams, identification of goods, detection of
storage processes, etc.. For each of these tasks, performance
measures can be defined, and strategies can be adapted to
optimize these measures. The crucial point here is that the
named tasks are not independent. On the one hand, better
performance in one task will increase the performance of
another task (for example, better object recognition might
have a positive effect on mapping). On the other hand, the
opposite can be the case, and an improvement in one task
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can lead to a loss of performance in another; exploration vs.
exploitation is a classical example here. Thus, optimizing
the overall performance under cost constraints results in a
multidimensional optimization problem where the impact of
a single system component is hardly tractable.

We discuss the problem of evaluating the performance of
a surveillance robot system in a concrete scenario in the
field of warehouse logistics. The questions posed are of a
general kind, however, and apply to many more problems
where multiple (or single) robots are employed in a logistics
context.

In the following, we first describe the warehouse scenario
we use as an ongoing example in this paper. In Section III,
we investigate performance measures both from a logistic
and a robotic point of view and exemplify shortcomings
of common benchmarks. Then, we argue for user defined
abstract performance descriptions in Section IV in order to
focus on the relevant information for the task at hand. To
exemplify this, Section V reports on an evaluation of process
detection within a simplified warehouse scenario before we
end with a summary.

II. SCENARIO DESCRIPTION

In this paper, we investigate the problem of measuring the
performance of a robotic system by examining a concrete
project dealing with the use of surveillance robots (see
Figure 1) in warehouse logistics in order to enable semi-
automatic logistic optimization. We address the problem of
understanding so-called chaotic or random-storage ware-

houses, characterized by a lacking predefined spatial struc-
ture, that is, there is no fixed assignment of storage locations
to specific goods. Thus, storage processes are solely in the
responsibility of the warehouse operators and basically not
predictable—goods of the same type may be distributed over
various locations. This makes it a hard problem for people
aiming at understanding the in-warehouse processes, e.g.,
different storage patterns. Knowledge about these storage
patterns is, however, of critical importance to understand
what is going on in the warehouse, and this is a prerequisite
to enable an operator to optimize the warehouse.

In this scenario, we have a solid set of background
knowledge, for example, we know that storage processes
always follow the same schemata involving functional zones

within the warehouse. But the concrete details—for example,
the concrete locations of these zones—are unknown and
can even change over time. Using autonomous robots as a
minimally invasive means to observe in-warehouse processes
in order to support a logistic optimization of a chaotic



Fig. 1. A surveillance robot in a warehouse scenario setup

warehouse was proposed in [14]. The information provided
by the robot shall allow for posing queries about observed
spatio-temporal activities (such as “How often have goods
been relocated within the storage zone?”) as well as about
regions in space (e.g., “Which areas in the warehouse have
been used as a buffer zone?”). Answering such queries is an
important step towards logistic optimization.

The goal of this project is to specify and detect high-level
logistic processes inside the warehouse and to make them
available to build a logistic simulation that can then be used
for optimization purposes. This optimization is not within
the scope of this paper; we restrict ourselves to the process
detection based on observations from robots.

III. PERFORMANCE MEASURES
Both logistic systems as well as the robot systems are com-

plex systems and their design involves the proper choice of
various design options. Expressed more formally it requires
the choice of specific design options for a logistic (robotic)
system out of a certain “design space” dL ∈ DL (dR ∈ DR).
Examples of such design choices for the robotic system can
be which mapping algorithms to use, the object recognition
to employ, or how many robot units to use. Design choices
for a warehouse system are, e.g., the order picking policy
used, or the layout of storage areas and whether to use fixed
assignments of certain kinds of goods to specific storage
locations.

These design options determine the performance charac-
teristics (including cost) of the system. Using pL ∈ PL

(pR ∈ PR) to denote the performance vectors of the logistic
(robotic) system, we can define a function to derive the
mapping from the design space to the “performance space”

fL : DL → PL (fR : DR → PR). To actually determine this
mapping and find the potentially complex relationships be-
tween design options and performance will typically require
simulation, or even physical experimentation for both types
of systems.

The semi-automatic, robot-supported optimization of
warehouse systems intended in this project can now be seen
on an abstract level as a function gopt : PR → DL. The
use of the robotic system with performance characteristics
pR ∈ PR allows the surveillance of the warehouse system
and enables a logistics expert to simulate the system, and
find new, potentially better design choices dL ∈ DL for the
logistic system.

Therefore we get logistic performances before (dL) and
after (d�L) the robot-supported optimization. Whether d�L is
now better, and therefore the use of the robotic system
and subsequent optimization is successful, depends on the
preferences of the company running the warehouse, as the
problem is a multi-objective decision problem. Let �

u
: PL ×

PL → {0, 1} denote the preference (or utility) function of
this company, which is 1 iff the first performance vector is
preferred to the second, or 0 otherwise. Then the use of the
robot-supported optimization was successful, if fL(d�L) �

u
fL(dL), with d�L = gopt(fR(dR)).

A. A logistic view on performance

In general measuring the performance of a logistic system
is difficult [5]. Depending on the level of abstraction, time
horizon, as well as potential recipients, relevant information
differs. Usually an internal and external view on logistic
performance can be defined [19], reflecting different con-
flicting goals of running a logistic system. The external,
customer-oriented view focuses on logistic quality, i.e., short
delivery times and high adherence to delivery dates, whereas
the internal view tries to quantify logistics efficiency trying
to ensure cost-efficient operation (examples include capacity
utilization, stock levels, turnover frequency). Thus, logistic
performance is inherently multi-dimensional. There are, how-
ever, attempts to aggregate various performance indicators in
hierarchic performance measurement systems [25].

Logistic systems are complex, highly dynamic systems,
so insights into the operation and assessing the impact of
changes to such systems are often not feasible using analytic
approaches, thus requiring simulation models. Using such
models allows to optimize certain aspects of the system,
such as the order picking strategy in a warehouse [6],
either manually by domain experts or automatically using
simulation-based optimization [11].

Assessing the success of such optimization is usually
evaluated focusing on some low level performance measure
and its improvement. Example measures for optimizing
warehouse operations are throughput of picking orders, or
the average/maximum time till fulfillment of picking orders.
This, however, is only a simplification, and performance
measures can rarely be treated in isolation. Therefore, to
decide which of several options to prefer depends on a



user’s preferences (denoted with �
u

in the previous section) in
order to compare otherwise unrelated performance measures
(such as costs, and, e.g., order fulfillment time) with each
other. Without knowing this preference function only clearly
inferior options can be ruled out, i.e., those worse in every
dimension, which are therefore Pareto-dominated.

In our scenario, these logistic measures only refer very
indirectly to the performance of the observing robot, as it
is only providing information for the optimization process
and, thus, is not directly involved into the operation of the
warehouse. It only provides information that is then used for
warehouse optimization later on. To judge the quality of the
observations, we need to consider different benchmarks.

B. A robotics view on performance

For the given warehouse scenario, the robots have to
follow a complex behavior that tackles many different
robotics tasks: The environment needs to be mapped and
the robots have to localize themselves in the generated
map; the environment needs to be explored continuously
because of its dynamics; objects have to be tracked and
to be identified; activities happening to those objects have
to be recognized and categorized. For all these subtasks,
reasonable performance measures exist. In the following,
we provide an overview by giving a (non-exhaustive) set
of examples.

1) Localization and Mapping Quality: The general ap-
proach to evaluating the success of mapping and localization
is to calculate an absolute error over the distance between
prediction and actual position of the robot or features in the
map (the ground truth). For examples, see [20] or [7]. The
main problem arising here is that the ground truth might
not be easily available. For situations where the precise
robot position cannot be retrieved easily for comparison,
more semantically driven approaches have been proposed
(e.g. [9]). Recent work focuses more on challenges emerging
from robot use in the field. For example, [28] proposed
suitable benchmarks for 6-D outdoor SLAM. The measures
mentioned up to now are designed for grid based maps; for
topological maps, an approach is to define an error measure
of how well a generated road graph fits into the geometric
map, e.g. [26].

2) Multi-robot coordination and exploration: The perfor-
mance metric for coordinated multi-robot exploration usually
is the time in which they manage to finish a coverage task,
that is, to map the whole environment (e.g., [4], [24]). Coor-
dination mechanisms are evaluated implicitly with regard to
coverage performance. Often, evaluation stops at the point
of complete coverage. When it comes to repeated coverage,
as in sweeping tasks or our warehouse surveillance task,
evaluation usually becomes anecdotal [2] or performance is
proven by analytic assurances [10].

3) Object recognition: Object recognition1 is a field that
is intensively benchmarked. To rate the detection success,

1Object recognition is not a serious issue in the given warehouse scenario,
as we rely on uniquely identifiable features such as RFID tags.

methods are usually evaluated over standardized object li-
braries such as the “Columbia object image library” (COIL)
[18] that has been used in various seminal approaches (e.g.,
[23], [3]), or the Caltech 101 or Caltech 256 data sets
[13]. While this ensures very comparable results, it has been
pointed out that results relying on these benchmarks can be
highly misleading and might lead into very wrong research
directions [21]. For many specific tasks, more specific bench-
marks are developed, for example for pedestrian detection
[8].

4) Activity recognition: Activity recognition or process
recognition tasks are usually evaluated counting the detection
rate against a human-annotated ground truth. While there had
been no standard metric to compare such systems 5 years ago
[17] and metrics borrowed from related fields often failed
to provide meaningful insights [27], recent developments
have led to quite some progress with regard to performance
metrics [27]. Especially in the field of human activity recog-
nition, standard benchmarks have been set up [12], and even
an “Activity Recognition Challenge” is running this year [1].

C. Shortcomings

We have seen that a multitude of metrics exist for eval-
uating the performance of a robotic system with regard
to specific subtasks. In a robotics application in logistics,
however, several of these subtasks contribute to the overall
performance. One might be tempted to try to increase the
performance of the robotic system by optimizing the perfor-
mance in any subtask. Of course, this does not work as hoped
for, as the subtasks are not independent. In the following, we
give two examples.

1) Mapping Quality vs. Exploration: Mapping of the
environment is an important component of most robotics
applications, as it is needed for navigation and localization
of the machine. Assessing the quality of a generated grid
map is not a hard problem (see Section III-B.1). But apart
from the sensors and algorithms used, the mapping quality is
also affected by the navigation speed of the mapping robot,
higher speed might easily lead to poorer results. But the
question is up to which point a high-quality grid map is
needed for the task at hand. Topological approaches with
local navigation controllers that rely on less exact data have
shown great success and robustness as well [16, e.g.].

Faster navigation and, following from that, a slight de-
crease in mapping quality will pay off in faster exploration
of the environment and this creates more opportunities to
detect activities. In surveillance tasks, this might be more
important than a detailed and exact grid map, so maximizing
the performance of the mapping system might be the wrong
idea at some point.

2) Activity Frequency vs. Activity Diversity: When sur-
veying the warehouse, we would like to detect at the best all

activities involving the movement of goods that happen in
there—which is not realistic, unless we place a stationary
robot everywhere. The robots have to move within the
warehouse to find activities and, thus, they will miss some.
Let us assume our measure would be to count the percentage



of detected activities over time. Then, the best strategy
according to this measure would be that a robot would remain
at a location where many activities are going on (perhaps
the entrance, where all goods will be located when entering
the warehouse). This extreme case would create a very clear
picture of this one location (a hotspot), while other locations
remain unexplored. In this case, we will miss important
information. For example, it will remain unclear whether
some storage location is not used at all or rarely used—
and under which circumstances. This distinction might be a
relevant detail for the optimization purpose.

IV. RETRIEVING ESSENTIAL INFORMATION
A. Describing processes on different levels of abstraction

The difficulty when assessing different performance mea-
sures in the overall scenario is how relevant the performance
metrics are for the overall process. On the lower sensory
level, this question is hard to answer. As argued for in
Section III-C, an improvement with regard to one measure
might even lead to a performance drop for the overall system.
The important question is: How relevant is the measured
behavior for the targeted outcome?

To be able to utilize the acquired sensory input com-
ing from the robot in a reasonable way, the sensory data
is subject to interpretation, leading to different levels of
abstraction for the perceived data. Measured distances are
transformed into a map, dynamic changes within the map
are interpreted as activities, certain patterns of activities have
a specified meaning as an abstract concept—for example,
they can be interpreted as a redistribution of the good within
the warehouse. Such higher-level concepts allows an expert
in the logistics domain a much clearer assessment of how
relevant the measured parameters are. While, for example,
it is doubtful what an increased range of sensor perception
will contribute to the overall success of the system, the
percentage of correctly detected redistributions in a ware-
house can much easier be related to its importance for the
overall performance. Clear abstract descriptions of high-level
processes especially become important when human experts
are included in the assessment process.

In the framework given in Section III, changing one or
more options in the flat vector of design options (dR) in
the hope to improve the overall logistic performance PL

usually results in cumbersome trial-and-error experiments
with a following long simulation phase. Instead of doing so
we argue for having (limited) set of design options that are
integrated to contribute to higher level concepts that become
part of the performance space PR.

B. User-defined Queries for Individual Performance Assess-

ment

Depending on the task at hand, different processes become
relevant. While it might once be the redistributions we
are interested in, it might also be the information about
whether different goods are moved out of the warehouse
together. Thus, it is reasonable that an operator can specify
relevant in-warehouse processes according to his needs. For

Fig. 2. The idealized warehouse scenario used for evaluation of the
symbolic process detection approach

the described warehouse surveillance task, Kreutzmann et
al. show how this can be done by using a formal language
[15], namely linear temporal logic (LTL) [22]. For example,
without going into details in LTL, a redistribution operation
was specified like this:

RedistributionG,Li,Lj = at(G,Li) ∧ in(Li, S) → (1)
♦
�
at(G,Lj) ∧ in(Lj , S)

�

This defines that we have a redistribution when a good G is
observed at a location Li (at(G,Li)) and this location lies
within the storage zone S (in(Li, S)) and at some point in
time later (specified by the modal operator ♦) G is observed
at another location Lj (at(G,Lj)) which also lies within the
storage zone (in(Lj , S)).

More abstract processes specified like this can then also
be used for evaluation by judging the success with regard
to exactly this process with a metric specified by a human
operator, that is, it becomes part of the performance space
PR of the robotic system. Various different specifications
of processes and measures can be specified and evaluated
concurrently (e.g., having both measures for exploration and
exploitation) such that it is, similar to the utility function �

u
,

the system operator’s preference which measures to optimize
in order to achieve a better overall performance.

In the following evaluation, we will introduce the concept
of histories of goods, a concept that is not really relevant for
the understanding of the warehouse but has been specified
as a measure to integrate different facets of the robot’s
performance.

V. AN EXAMPLE EVALUATION WITHIN THE
WAREHOUSE SCENARIO

In this section we report on a first experimental evaluation
performed for the LTL-based process recognition approach,
as described in [15]. The goal was to measure the success
of the proposed process detection mechanism in an idealized
warehouse scenario set up in the lab (see Figure 2).

In the experiment, cradles were moved around in the
warehouse between pre-defined zones while the robot was
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Fig. 3. Evaluation results showing the rate of correct history detections.
Diagram taken from [15].

steered within this scene and mapped the position of the cra-
dles which it could identify by unique optical tags attached
to them. The processes to be detected had been specified
in LTL, as described in the previous section. Observations
made by the robot’s sensory system were abstracted and
translated to symbolic expressions (like at(. . .) or in(. . .)),
and a process was detected if we can find a model (based on
these symbolic observations) that satisfies the corresponding
formal specification.

The question was now what to measure when evaluating
the approach. An obvious metric would be to count the
percentage of correctly detected in-warehouse processes.
However, this would veil the information which processes
had been detected well and which not. A fairly high per-
centage of correctly detected observation could eventually
camouflage the fact that one particular process had hardly
been correctly observed at all. So the evaluation considered
correctly observed histories of goods. The history of a good
is the sequence of different processes that involves one
particular good. Looking at histories ensures that the flow of
goods over the whole warehouse is monitored and assessed.
A correctly determined history ensures that all kinds of

processes can be recognized and the whole spatial range of
the warehouse is covered. Histories can also be formulated
as LTL formulas. A history is correctly identified if temporal
order and number of processes match the ground truth.

Figure 3 shows results from the experiment under different
amounts of background knowledge. In particular, the success
was evaluated with, without, and with only partial knowledge
of the functional regions. Also, the performance of the
clustering algorithm that translates measured positions of
goods automatically to a smaller, discrete set of qualitative
abstract locations was compared to a clustering algorithm
where the cluster centers had been (reasonably) pre-defined.
The results reveal the major problem of the implementation
so far: with automatic clustering, detection rates of histories
significantly dropped. Especially, this problem became ev-
ident for the case of only knowing two of the functional
regions (entrance and outlet), which is a most realistic
assumption in this scenario. With pre-defined clustering,
the proposed algorithm could infer the knowledge about
regions very well (detection rate only dropped from 82.9% to

75.4%), but with automatic clustering it dropped from 58.1%
to 43.1%. The used clustering algorithm was known to be
quite straight-forward, but it was assumed that its quality was
sufficient. The given experiment disproved this assumption
by evaluating its impact on high-level process detection.
Thus, the evaluation approved one of the main goals of
the approach: to show that complete knowledge about the
whereabouts of the functional regions is not really necessary
and can be deduced by formal reasoning—but only with a
sufficiently high quality of the clustering method. Improving
this quality is a reasonable next step to improve the overall
performance of the system.

VI. SUMMARY
In this paper, we have investigated how to evaluate the

performance of a surveillance robot system in order to gather
information for logistic optimization a warehouse scenario.
Several options exist to improve the robot’s behavior in
certain subtasks, and all of the subtasks have individual per-
formance measures. The impact of different design options to
overall logistic performance measures is hard to understand,
as they mutually affect each other. We have exemplified
shortcomings of current robotics metrics with regard to
their contribution to a complex system and argued for an
integrating approach where users can specify performance
metrics on a higher level of abstraction such that they can
be related to the overall performance more easily. Finally, we
have exemplified this by showing evaluation results from an
ongoing case study that was able to identify shortcomings in
one particular part of the system by evaluating higher-level
concepts.
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Abstract This article discusses the limiting factors for 
material handling systems and the consequences. We also 
present some guidelines for the design of future generations of 
material handling systems which allow to overcome these 
limitations. As an example two new systems, which have been 
consistently developed to fulfill these guidelines, are 
introduced.  

I. INTRODUCTION 
The demands on material handling systems are changing. 

Rather than level of automation, cost effectiveness and 
maximum throughput, other characteristics are more 
important today: flexibility, reconfigurability and high 
availability. In every manufacturing business the diversity 
of products is dramatically increasing. The introduction of 
hybrid engines in the automobile industry alone doubled 
the range of products in some of the companies, for 
example. 
 

Due to virtual development, the time needed to introduce 
a new model in the market has been shortened rapidly, also 
shortening the product life cycle itself. These shortened 
planning horizons and smaller amortization periods result 
in smaller investments. The customer request for more 
individual products leads to mass customization, which 
leads to smaller quantities in almost every sector of the 
consumer market.  

If one looks at different press reports during the 
economic crisis, one can clearly see a demand for 
flexibility. At the end of 2009 it was reported that the 
situation for the component suppliers in the car sector is 
getting worse (München, dpa-AFX). In the beginning of 
2010 you could read: Car production in Germany further 
decreasing (Frankfurt/Main, ddp), whereas in the middle of 
the year it was reported, that the global car production will 
reach the same level as before the crisis (Frankfurt, dpa-
AFX).  
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For most systems it was common to run for many years 

in the same configuration, whereas now it is often needed 
to change the layout and readjust it to new requirements 
after a couple of years - sometimes even faster. Although 
the industry has implemented hundreds of successful 
automated material handling systems in the past, there are 
signs that business is or will be getting more difficult. For 
instance, a survey in Germany showed that users of 
automated material handling systems have reduced their 

-
automate" significantly, since the systems are too inflexible 
in relation to perceived changes in the requirements and 
processes [1]. Although this study is now somewhat dated, 
we believe its underlying message is still valid. 
 

 
Fig. 1:  Reduction in automation in several production areas, according to 
ISI ]. Statistics indicate the percentage of respondents who were 
planning or who had already implemented a reduction in automation. 
 

According to Furmans, Schoenung and Gue [2] the 
inflexibility is due to the fact that an adaptation of 
automated systems is very costly and risky. The reason for 
this is, among other things, that the functionality needed to 
provide the logistical services is spread over various levels 
and disciplines. The total function of such a system is also 
provided by interacting software and hardware, which are 
themselves spread out over many different levels and 
layers. An automatic adjustment of the structure to new 
tasks and load models, or at least an easy adaptability, is 
not intended with these systems. With a change in the 
procedures today, all these levels are typically modified by 
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several different experts. 
 

To cope with the fast changing demands of the markets, 
new material handling systems need to be more flexible and 
alterable. An approach, that allows to reconfigure the 

readiness, costly start-up periods and tests, is the only 
economical solution. Scalability in size, throughput and in 
the nature of the transported goods is therefore essential, in 
order to efficiently adapt to changing performance 
requirements. Ultimately, the setup, adoption and usage 
must be so simple that new automated systems can compete 
in flexibility and reusability with non automated systems. 
In order to achieve this goal, such systems must have 
characteristics similar to those in modern computing 
systems. Installation time and complexity has to be reduced 
dramatically, in order to be cost efficient [2]. Material 
handling systems should be set up as a plug and play 
solution. Once the system is physically configured, 
everything is done. Components can be added by simple 
insertion. To operate resource efficient, the system needs to 
be economical (therefore the ratio of weight and load needs 
to be better, transportation routes need to be shorter and 
unnecessary work needs to be eliminated). Through easy 
reusability of the system fewer resources for manufacturing 
the equipment are used [3]. To meet these demands it is 
advisable to build the system with small scale units, which 
can be combined in a very variable manner to form a 
complete system. This way it would be possible to react 
flexibly on different demands in throughput and layout. 
Equipped with a decentralized control, the number of 
participating units in a system could be easily changed 
without the need for reprogramming. 

II. KARIS  AN INNOVATIVE SYSTEM WHICH CAN MEET 
THE NEW DEMANDS 

 
KARIS (a German acronym for Kleinskaliges 

Autonomes Redundantes IntralogistikSystem which can be 
translated as small scale, autonomous, redundant material 
handling system) represents a realization of such a 
standardized, scalable, decentralized, reusable and resource 
efficient material handling system. The system consists of 
identical basic elements which are interacting and 
cooperating with each other to form a flexible system. A 
basic element is modularly constructed, and can therefore 
be adapted to different specifications. It is organized in 
three layers, of which the lower one includes the holonomic 
drive unit in order to give a maximum movability. The 
element is able to reach speeds up to 2m/s and transport 
loads up to 100kg (250kg are planned). The middle layer 
contains the safety relevant sensors and provides space for 
a lifting unit, allowing the element to adapt its height to 
dock on different levels of the peripheral installations or to 

raise the work piece directly to working height. The top 
layer of the element is fitted with a multidirectional 
conveying unit, for a wide range of applications. 
 

 
 

A. Set-up 
A special feature of KARIS is the free navigation, which 

is not relying on a dedicated infrastructure for navigation. 
An arrangement of landmarks such as radio transmitter, 
reflectors, magnets, floor markings or RFID-tags, is not 
needed. The corners and faces which are present in every 
environment, such as walls, columns or machinery and 
equipment, are used to navigate. For startup, an initial map 
is captured with the integrated laser scanners while 
controlling the device manually. This raw version then is 
enriched with additional information of the systems 
environment. Examples are footpaths, restricted or 
hazardous areas. Other information can be provided as well. 
Connection points to existing conveying installations, such 
as an automated storage and retrieval system or other areas, 
are defined as transfer points and therefore serve as 
interfaces for the material flow. If the material flow needs 
to be changed, due to new models for example, transfer 
points can be changed flexibly to meet the new demands. It 
is only necessary to transmit their new coordinates, which 
can be done during normal operation. The decentralized 
approach allows to add and to remove elements from the 
system and therefore adapting the actual throughput. Since 
the path planning and the coordination among each other is 
done by the elements themselves, there is no time-
consuming reprogramming of the system. This enables the 
operator to use more elements in high-times to cushion the 
peeks in the needed performance. 

B. Cost efficient 
The standardized module structure of a basic element 

allows the compensation of the breakdown of single units, 
by just replacing it with a working one. This ensures the 
redundancy for the system. Building costs of the elements 
can be reduced by the high quantities of standardized 



 
 

 

elements, since no customizations are needed. The fact that 
the availability of the system is part of the system structure 
allows to have a lower availability for the single elements, 
which will reduce the building costs further compared to 
today s AGVs. 

C . Application fields 
The application opportunities for these new Material 

handling systems like KARIS are promising. Not only is it 
possible to replace existing systems, it is also possible to 
find new areas of use for automated systems. A standard 
task is the transport of different cases one by one without 
having to install a cost intensive material flow system. This 
way it is possible to bring automation to fast changing 
productions and to smaller companies, which would 
normally rely on manual labor. Since it is possible to share 
routes with workers, no extra space for conveyors or streets 
for forklifts are needed. The material can be brought 
directly to the workstation, or the KARIS-element itself can 
serve as a flexible workstation. 
 

In a picking area the standard procedure today is, that a 
worker has to push a cart, stacked with handhelds, printers 
or other electronic equipment, boxes and the orders which 
can easily sum up to over 100kg per cart. If a pick & pack 
strategy is used, the KARIS-element can travel alongside 
the worker, providing him with all the needed information, 
the order can be picked directly into the shipping box on 
the element and as soon as the order is complete it is 
directly transferred to shipping. Bigger orders can be 
processed by using more than one element providing the 
worker with more shipping boxes. Since the worker does 
not have to bring the boxes to a drop off point and new 
elements provide the workers with the needed boxes, a lot 
of time of walking around can be saved. Another strategy is 
that the elements maneuver freely to the picking point in 
the area and the workers can travel on fixed routes to serve 
the waiting elements. In both cases the work load for the 
person is drastically lightened, which is an important factor 
since the average age of the workforce is increasing 
worldwide.  

III. GRIDFLOW: AN APPLICATION FOR HIGH-DENSITY 
STORAGE SYSTEMS 

 
In the last years, new shuttle based systems pushed into 

the market to bring flexibility and energy efficiency to 
storage systems. Even though these systems are developing 
in the right direction, they do not pose a real flexible and 
cost efficient alternative to the existing systems, since the 
costs for the high rise racks are still high and it is difficult 
to change the layout. Often, to keep pace with the fast 
changing requirements, the best way is to rent a storage 
building as it is needed. In these cases it is not possible to 

install an expensive storage solution. Flexible systems with 
very little installations are needed that can also be 
dismantled when the facility is no longer in use. For many 
companies, therefore, the only option is to buy or rent a 
forklift and store the pallets on the factory floor in block 
storages. These storages for pallets do not contain aisles 
and therefore offer a very high density which makes them 
surface and cost efficient. The access is however limited to 
loading units at the edges. To retrieve a pallet from within 
the block several others have to be picked up, moved away, 
buffered elsewhere and restored after the retrieval of the 
desired pallet.  

A. Idea of the GridF low system 
To avoid this limited access Gue and Kim [4] propose 

puzzle-based storage systems. These automated storage 
systems base on the 15-slide puzzle (see Fig. 3) and consist 
of a grid of loading units and conveyors with at least one 
empty location. Each location is equipped with a conveyor 
and thus each pallet can be moved to all 4 directions in the 
horizontal level at any time, if the neighboring location is 
empty. Taylor and Gue analyzed the retrieval behavior of 
puzzle based storage systems [5], [6]. Gue and Furmans 
showed that such a system can also be operated by a 
decentralized control [7]. 

 
-  

Due to the conveyors the system flexibility to layout 
changes is limited and requires a big investment. We 
therefore present the concept GridFlow replacing the 
conveyors with robots (automated guided vehicles) (see 
Fig. 4).  

 
Fig. 4 GridFlow system with pallets and robots  

 
Alfieri et al. [8] propose a similar system for racks 

moved by automated guided vehicles.  
The robots make the GridFlow system very flexible to 

layout and throughput changes. Furthermore the system 
does need very little infrastructure and is easy to put into 
operation.  

A system with one open location (escort) and one robot 



 
 

 

offers the highest possible density (n-1)/n, where n is the 
number of location. By increasing the number of escorts 
and robots, retrieval times of the system can be decreased 
while the density decreases as well. Thus the system can be 
adjusted to the required throughput while ensuring the 
highest possible density for this case. 

To determine the number of escorts and robots for a 
certain throughput, we need to calculate the retrieval times 
depending on the number of open locations, the number of 
robots, the layout of the grid and the position of the Input-
/Output-Points (I/O-Points). 

We will here consider a system with one escort, one 
robot and one I/O-Point. 

B. Modeling the system 
The model consists of a grid which is n locations wide 

and m locations long and holds a total capacity of C = n x 
m locations. Each location can hold one loading unit. A 
location within the grid is identified by two coordinates, 
were the first coordinate stands for the horizontal axis and 
the second one for the vertical axis. Both axes start in the 
lower left corner with position (1, 1) (see Fig. 5).  

The position of the retrieval unit e.g. the loading unit to 
be retrieved is given by (i, j) and that of the I/O point by (ki, 
kj). 

 
Fig. 5 Model of the GridFlow system  

C . Basic movements 
All movements considered here start and end with the 

vehicle being in the escort. 
3-move: A 3-move swaps the position of the escort with 

the position of an adjacent loading unit (see Fig. 6). 

 
Fig. 6 3-move  

 
9-move: Gue and Kim [4] describe a move to transport a 

loading unit to a location diagonal to the escort. This move 
will therefore always be done at a right angle to the move 
before. This move takes three movements for the system 

described by Gue and Kim with conveyors. In a system 
with one robot it requires nine robot movements and is thus 
called a 9-move (see Fig. 7). 

 
Fig. 7 9-move  

 
15-move: The 5-move described by [4] to move a 

loading unit by one location in a direction opposite to the 
location of the escort becomes a 15-move in this system. In 
the beginning of this move the escort and the target location 
are on different sides of the retrieval unit. Therefore the 15-
move will be done in the same direction as the preceding 
move (see Fig. 8). 

 
Fig. 8 15-move  

 

D . Retrieval process 
As a robot will always end a retrieval in the I/O-Point 

location, and the escort will move with the robot we assume 
the next retrieval to start with the escort and the robot being 
in the I/O-Point location. 

In the first phase the escort has to be moved from the 
I/O-Point to the retrieval unit. The target position of the 
escort depends on the arrangement of retrieval unit and I/O 
point within the grid as the number of 9-moves to be 
performed in phase 2 is maximized (see [4]). The number 
of 9-moves is maximized as with those moves the retrieval 
unit can be moved with less robot movements than with 15 
moves. 

The second phase starts with a 3-move of the retrieval 
unit by one location. Next the vehicle will perform as many 
9-moves as possible and then clear the remaining distance 
with 15-moves. According to this we developed the 
algorithm for the optimal retrieval time as follows: 

 
Algorithm for retr ieval of one loading unit with one 

robot and one escort: 
(i', j'): position of the retrieval unit after the last step 



 
 

 

1: \> if (I > ki and |i-ki j-k j|) then 
2: \>\> Move the escort to (i-1, j) 
3: \>\> Do a 3-move to the left  
4: \>\> if (j kj and |i-ki j-kj|) then  
5: \>\>\> Do 9-moves down and to the left until j' = kj  
               and (i' = i-(|j - kj | + 1) or i' = ki) 
6: \>\>\> Do 15-moves to the left until i' = ki  
7: \>\>\> break 
8: \>\> else 
9: \>\>\> Do 9-moves up and to the left until j' = kj  

   and (i' = i-(|j - kj | + 1) or i' = ki) 
10: \>\>\> Do 15-moves to the left until i' = ki  
11: \>\>\> break 
12: \> else if (i < ki and |i - k i j - kj |) then 
13: \>\> Move the escort to (i + 1, j) 
14: \>\> Do a 3-move to the right  
15: \>\> if (j kj) then 
16: \>\>\> Do 9-moves down and to the right until j' = kj  
                  and (i' =  i + (|j - kj | + 1) or i' = ki ) 
17: \>\>\> Do 15-moves to the right until i' = ki  
18: \>\>\> break 
19: \>\> else 
20: \>\>\> Do 9-moves up and to the right until j' = kj  
                  and (i' = i + (|j- k j | + 1) or i'= ki) 
21: \>\>\> Do 15-moves to the right until i'= ki  
22: \>\>\> break 
23: \> else if (j > kj and |i- ki | < |j- kj |) then 
24: \>\> Move the escort to (i, j - 1) 
25: \>\> Do a 3-move down  
26: \>\> if (i ki ) then 
27: \>\>\> Do 9-moves to the left and down until i' = ki 

                          and (j' = j - (|i - k i | + 1) or j' = kj) 
28: \>\>\> Do 15-moves down until j' = kj  
29: \>\>\> break 
30: \>\> else 
31: \>\>\> Do 9-moves to the right and down until i'= ki   
                  and (j' = j - (|i - k i | + 1) or j' = kj) 
32: \>\>\> Do 15-moves down until j' = kj 
33: \>\>\> break 
34: \> else if (j < kj and |i - k i | < |j - kj |) then 
35: \>\> Move the escort to (i, j + 1) 
36: \>\> Do a 3-move up  
37: \>\> if (i ki ) then 
38: \>\>\> Do 9-moves to the left and up until i'= ki  
                 and (j' = j + (|i - k i | + 1) or j' = kj ) 
39: \>\>\> Do 15-moves up until j' = kj  
40: \>\>\> break 
41: \>\> else 
42: \>\>\> Do 9-moves to the right and up until i' = ki   
                 and j' = j + (|i - ki | + 1) or j' = kj 
43: \>\>\> Do 15-moves up until j' = kj 
44: \>\>\> break 
 
If movements are performed according to this algorithm 

we can calculate the retrieval time (RT) in time units by (1). 
One time unit represents the time needed to perform one 
robot movement. We verified this formula by simulating 
various scenarios with self-developed Visual Basic Code. 
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The expected retrieval time E(RT) can be calculated as the 
average of the retrieval times of all grid locations (2).  
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E(RT)  depends on the grid layout which is defined by the 
aspect ratio of the grid and on the location of the I/O-Point. 
To give system design rules we have to obtain the aspect 
ratio and I/O-Point location resulting in the lowest expected 
retrieval time.  

We analyzed different scenarios and found the I/O-Point 
to best be located in the middle of the longer side of the 
grid in all of these scenarios. Fig. 2 gives an example of the 
expected retrieval times depending on the location of the 
I/O-Point for a grid capacity of 1600 locations. Every bar 
gives the expected retrieval time for the I/O-Point being in 
this location (see Fig. 9). 

 

 
Fig. 9 Expected retrieval times in dependence of the I/O-point 

location  
 
The analysis of the aspect ratio is aggravated by the fact 

that for every grid capacity there is only a discrete number 
of possible aspect ratios. Therefore we are not able to 
compare every aspect ratio for every grid capacity.  

However, data from grid capacities smaller than 2000 
loading units suggest that an aspect ratio of 2:1 results in 
the lowest expected retrieval time. For a given capacity, we 
therefore recommend to use an aspect ratio that is as close 
to 2:1 as possible. 

There are grid capacities which result in very high aspect 
ratio and in prime number cases in a one-dimensional 
layout. Those extreme cases can easily be avoided in 
industry application.  

We derived the minimum expected travel time for each 

(1) 

(2) 



 
 

 

capacity smaller than 2000 and analyzed the behavior of the 
expected retrieval time in dependence of the grid capacity. 
The expected retrieval time of applicable cases tends to 
form a linear function for capacities bigger than 500 
loading units (see Fig. 10). 

 
Fig. 10 Minimum expected retrieval times for different grid 

capacities  
 
As we are only able to derive the best location of the I/O-

Point and the best aspect ratio from experiments, we can 
not give design rules but design guidelines. Those have to 
be validated by a mathematical optimization of the 
expected retrieval time which will be part of our further 
research.    

The GridFlow system might open up opportunities in 
different fields of material handling providing the 
possibility for fast and easy setups and reconfigurations. 
The sorting and buffering process in cross docking centers 
might be an example. Robots could transport the loading 
units to buffering stages or directly to the outgoing ramp 
giving the opportunity to automate a process which is today 
done manually due to the needed flexibility. 

Further research needs to work on different application 
scenarios and their evaluation. Especially strategies for the 
cooperation of multiple robots need to be developed and 
quantified.  

IV. CONCLUSION 
 

Ever faster changing requirements put today s material 
handling systems to their limit. The research community 
agrees on guidelines for new material handling systems. 
New approaches have to be decentralized, modular and 
scalable to offer the needed flexibility.  

To preserve the competitiveness of our industry we need 
these new systems as well as efficient strategies to use 
them. The presented systems KARIS and GridFlow are two 
systems designed according to the mentioned rules and can 
work as good examples for future material handling 
systems. With these approaches new installations do not 
need to be oversized from the beginning. They could grow 

systems has just begun and there are various opportunities 

research can adopt and continue.  
However, we have to make sure that the developed 

systems are economically interesting. To decide on this, it 
is possible to calculate monetary criteria such as investment 
costs, personal costs or surface costs. Especially in 

pect of flexibility is 
very important but hardly measurable. This is why we need 
to define how much this flexibility is worth to us and the 
research community should think about ways to measure it.  
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Abstract In the area of discrete manufacturing use of so-
called A G Vs (automated guided vehicles) is state of the art. 
Mobile systems connect workplaces, storage areas as well as 
incoming and delivery zones achieving lean production 
logistics. This publication focuses on the need for providing 
effective educational systems and developing innovative control 
methods to increase the use of mobile robots in this professional 
field of application. To fulfil these tasks, we present the mobile 
mechatronic learning system and research object Robotino 
offered by the indust r ial education company F esto Didactic. 
Besides introduction of motivating learning systems for future 
production logistics experts, we document supported options 
how to realize new concepts for more efficient transportation 
execution. The presentation is based on three practical samples 
covering different levels of complexity. 

I. INTRODUCTION 
In industry mobile robots are used as autonomous 

transport systems to make logistics processes more flexible 
and efficient. However, it turns out that the mobile robot 
systems in this kind of applications are guided and 
controlled by supervisory systems and are still far away to 
act autonomously as intelligent mobile systems. There are 
numerous scientific papers about multi-agent planning and 
scheduling methods but there exist no reliable 
implementation on mobile robot systems in industry. 
 

 
Fig. 1. The mobile mechatronic learning and research system Robotino 
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One goal of this paper is to address this industrial problem 
to the education and research of logistics processes in mobile 
robotics. Our implementation platform will be the mobile 
robot system Robotino [1] that has gained worldwide 
acceptance for a variety of educational and research 
institutions. 

This article focuses on three logistics applications 
performed using Robotino and providing different levels and 
aspects of possible learning and research scenarios up to the 
well known robotics competition at the RoboCup event [2]. 

II. THE MOBILE MECHATRONIC LEARNING SYSTEM AND 
RESEARCH OBJECT ROBOTINO 

A. System Design 
Robotino is a mobile mechatronic learning system and 

research object developed by the industrial education 
company Festo Didactic, Denkendorf, Germany, in 
cooperation with the Robotics Equipment Corporation 
(REC), Munich, Germany. Worldwide, educational and 
research institutions use this fascinating and motivating 
system which features a compact and robust design as well 
as expandable hardware, see Fig. 1. 

The three drive modules of the Robotino are integrated in 
a sturdy, laser-welded stainless steel chassis. The chassis is 
protected against collision by means of a rubber protective 

dimensions are 370 mm in diameter and 210 mm in height 
with an overall weight of approximately 11 kg. With its 
omni-directional drive, Robotino can move forwards, 
backwards and sideways in any direction and also turns on 
the spot. Three industrial DC motors with optical shaft 
encoders and gears with interchangeable pinions permit 
speeds of up to 10 km/h. The chassis contains nine infrared 
distance sensors. Analogue inductive and optical reflective 
sensors are also available for the Robotino to sense for 
example an aluminium strip or a coloured line. Additionally, 
Robotino is supplied with a colour webcam with JPEG 
compression. The compressed webcam image can be 
transmitted to an external PC via the wireless LAN for 
image evaluation or used as a live camera image. Power is 
supplied via two 12 V lead gel batteries which permit a 
running time of up to two hours. 

A wide range of accessories is available such as sensors, 
e.g. optical, inductive, cameras, gyroscopes and laser range 
finders, plus handling devices, e.g. electrical grippers, arms 
and lifting devices. Moreover, users are able to integrate 
their own custom devices into Robotino by making use of 
various interfaces. 
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B. Control System Architecture 
The Robotino features a high-performance embedded PC 

based on the PC 104 form-factor and an AMD Geode 
processor with a real-time Linux kernel. Operating system, 
programs and data are stored on an interchangeable compact 
flash card. The embedded PC provides several interfaces 
such as Ethernet, Wireless LAN, USB, RS232, and VGA 
port. 

 
Fig. 2. Structure of I/O board EA09 for Robotino 

The Robotino server, a real-time Linux application, forms 
the heart of the controller. It controls the Robotino drive 
units and can communicate with external applications in 
three different ways: 

 An open Linux library of C++ basic functions is 
available for direct, on-board programming of the 
embedded PC under Linux. 

 A TCP/IP communication interface is provided for 
communication with the control computer via 
wireless LAN. The user is able to write C++ 
applications for wireless control of Robotino on the 
basis of a Windows C++ function library.  

 Robotino View, an interactive graphical 
programming system, communicates over wireless 
LAN directly with the robot system, with no 
compiling or downloading to the controller. 

The activation of the three motors is performed via an 
additional board with digital and analogue inputs and 
outputs which is connected to the embedded PC via a serial 
connection. The control board provides the following 
additional interfaces for custom expansion, see Fig. 2: 

 8 analogue inputs 0  10 V, 50 Hz 

 8 digital inputs and outputs 
(24 V, short circuit proof and overload proof) 

 2 relays for additional actuators 

 

C . Programming 
Robotino View, developed by REC, supports the 

development of control sequences based on the standardised 
sequential function chart language of IEC 61131 [3]. Users 
benefit from a navigation module providing functions for 

moving and defining travel paths, as well as from 
comprehensive functional module libraries e.g. mathematic 
and logic functions, see Fig. 3. Custom functional modules 
can be developed by programming in C++ or Lua, a 
powerful interpreter language [4]. For the communication 
between several Robotinos and to external controllers, links 
via object linking and embedding for process control (OPC), 
TCP/IP or user datagram protocol (UDP) are provided. 

There are numerous application programming interfaces 
(APIs) available that enable the user to program Robotino in 
well established high level languages as C++, .Net 
Framework, JAVA, LabVIEW, MATLAB and the open 
source robot operating system ROS [5]. 

In comparison to other available mobile robot systems for 
education Robotino intensively focuses on the use as an 
AGV in production environments. Based on this stan-
dardized platform users are able to carry out different 
applications in logistics processes easily by developing their 
own handling and sensor components or by employing 
available accessories. 

III. LOGISTICS TRAINING ARENA 
This training set, called Logistics Training Arena, arose 

from following question: What are the fundamentals in order 
to accomplish an autonomous intelligent transport system? 
Many discussions with teachers and industrial companies 
document that even beginners should be able to solve 
following problems: 

1. Navigation consisting of localization and path finding to 
target positions 

2. Interfacing to external stations, e.g. stack magazines, 
buffers, conveyor belts or charging stations 

3. Communication to external control systems 

For navigation the programming system Robotino View 
already includes all basic modules. Interfacing requires at 
least two important steps, the integration of handling devices 
and high accurate positioning at external stations 

The accuracy in positioning must be at least ± 1 mm. This 
requires additional structure elements in the working area, 
e.g. metallic tapes that can be detected by inductive sensors. 
Of course, numerous other more sophisticated solution 
concepts exist but for beginners this method is an 
appropriate first step. 

To build up communication between the AGV and the 
supervisory control system communication protocols shall 
be used well known in production industry. For this purpose 
one of the provided data exchange protocols OPC, TCP/IP 
or UDP are suitable. 

The Logistics Training Arena consists of a small training 
platform with dimensions of the transport area of 0.9 m to 
1.8 m with Robotino and some basic logistic elements as flat 
storage areas, magazine, conveyor belt, work pieces, and a 
charging station for the robot system, see Fig. 3. 
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Fig. 3. Logistics Training Arena for Robotino 

The programming and control system Robotino View 
running on an external PC or locally on the embedded PC 
guides Robotino to fulfil tasks like transporting work pieces 
from one logistic element to the other. Based on OPC 
Robotino communicates with a PLC (programmable logic 
controller) to trigger the conveyor belt. As an option, the 
Logistics Training Arena can be expanded by connection to 
production stations and workplaces to build up a production 
environment, see Fig. 4. 

 

 
Fig. 4. Logistics Training Arena coupled to production stations 

Users of this learning system give us positive feedback 
regarding effectiveness in qualifying and motivating 
beginners at school and vocational school level. The main 
focus is on programming a single AGV in a known 
environment. 

IV. PROLOG  THE LOGISTICS LEARNING FACTORY 
When the logistics term is taken in consideration, all 

participants within the supply chain must contribute actively 
on the process. Therefore not only the mobile mechatronics 
system Robotino works as a dynamic link among the 
different warehouses and manufacturing sites, but also 
intermediate warehouses, delivery sites and software tools to 
find the optimal path as well as real time communication 
system play a dynamic role which will provide accurate and 
precise to and from the supply chain management system. 

The ProLog (Production Logistics) learning factory consists 
of three main areas [5]: 

1. The manufacturing sites; where different types of 
solutions and pieces are produced see Fig. 5. On 
those sites, mechatronics systems work together 
divided in small production stations where each of 
them performs a certain process. Those cells 
together build a production process which adds 
value to the product. 

 
Fig. 5. Production line in the ProLog learning factory 

2. The commissioning station where the final 
products from different manufacturing sites are 
sorted and selected. This robot cell receives the 
products coming from different manufacturing 
sites just in sequence (JIS) and palletizes them 
according the incoming order and delivery process. 
Depending on the order the robot picks and places 
them on the pallet. The data transmission is made 
through an RFID device (Radio-Frequency 
Identification) which writes the new status in the 
tag of the pallet so that this pallet can be identified 
in the next delivery process, see Fig. 6. 

 
Fig. 6. Commissioning station in the ProLog learning factory 

3. The intermediate warehouses area where the orders 
(pallets) are buffered and then on time delivered by 
two mobile robots, Robotino. Within the ProLog 
learning factory, realistic experiments and 
practical, relevant training on mobile robotics in 
logistics are possible. Two Robotinos are equipped 
with a telescopic fork and operate like forklift 
trucks to reach all positions in the warehouse area, 
see Fig. 7. 



 
 

 

 
Fig. 7. Warehouse area with Robotino in the ProLog learning 
factory 

- 
- 

moving products, or pallets but also searching for 
the optimal path to get parts from one point to 
another or to organize the warehouse, the delivery 
process. Of course every time the mobile robot 
makes a movement, all info such as part number, 
delivery number, product characteristics, etc. is 
transferred from one point to the next. 

The ProLog learning factory covers all state of the art 
industrial communication levels: 

 Factory level 
Order entry and enterprise resource planning (ERP) 

 Plant level 
Supervisory control and data acquisition (SCADA) 
plant data collection 

 Field level 
PLC, robot controller and RFID device 

could improve their skills in addition to build better and 
optimized methods which contribute to the process 
optimization. Additionally, the use of mobile devices within 
logistics process has spread rapidly therefore those systems 
must provide accuracy, speed, and reliability in operation as 
well as in data transfer besides the opportunity to add more 
and more duties to them through open sources platforms.  

V. ROBOCUP  FESTO LOGISTICS COMPETITION 
The mission of RoboCup is the promotion of robotics and 

AI research, by offering publicly appealing, but formidable 
challenge. One of the effective ways to promote engineering 
research, apart from specific application developments, is to 
set a significant long term goal. When the accomplishment 
of such a goal has significant social impact, it is called the 
grand challenge project. Building a robot to play soccer 
game itself do not generate significant social and economic 
impact, but the accomplishment will certainly considered as 
a major achievement of the field. We call this kind of project 
as a landmark project. RoboCup is a landmark project as 

well as a standard problem. For 2050 the ultimate dream of 
RoboCup is that a robot team will beat the world best human 
soccer team.  

In industry mobile robots are used as guided autonomous 
transport systems controlled by a supervisory system. Such 
systems are still far away to act autonomously as intelligent 
mobile robots to make logistics processes more flexible and 
efficient. This problem is closely related to the research 
about multi-agent planning methods [6]. There are numerous 
scientific papers about this subject. However, there are many 
questions open if one wants to apply these theoretical results 
to a set of autonomous robot systems. The value of classical 
task planning in soccer and rescue leagues is rather limited; 
if it used at all, these planners have to deal with constraints 
that are quite different from those in most industrial 
domains.  

Our approach is to put it in the framework of an 
innovative new RoboCup competition, the Festo Logistics 
Competition (FLC), in order to encourage young research 
teams to develop new creative implementations of artificial 
intelligence methods to solve autonomously logistic 
transportation problems being more industrial oriented than 
soccer games. 

A. The Logistics Competition 
We envisage a kind of hardware-in-the-loop simulation 

method, i.e. there is a flexible simulated production hall with 
integrated real mobile robot systems having the task to 
create an efficient material flow to provide a high rate of 
deliveries in due time [7], [8]. 

Each team consists of three autonomous working robots. 
The production machines are represented by industrial 
read/write devices with an industrial signal light and the 
product components are represented by RFID tags with well 
defined ID-numbers carried on a pallet, see Fig. 7. 

 

 
Fig. 7. Competition court of the Festo Logistics Competition at RoboCup 

The signal light shows the status of the machine  idle, 
running, waiting, out of order status. The behavior of the 
machines is controlled by an external PLC. The production 
process is simulated in the way that a robot places a pallet 
with an RFID tag representing a subcomponent in the valid 
working area of the read/write device and the ID of the tag is 
changed after a predefined processing time.  



 
 

 

There are various challenges: 

 The locations of the machines are fixed but the 
machine type may vary. Thus, the teams have to 
develop a strategy to identify the locations of the 
various machine types as fast as possible. 

 For the final production step the product to be 
finished requires at least 3 subcomponents which 
have to be produced at different machines. 

 There are at least three delivery gates but by random 
only one gate is active. 

 Consumed material should be recycled. 

 At random times express goods are provided which 
might be handled in a predefined time slots. 

 Obstacles may appear in terms of robots of the 
opponent team which might block paths and the 
access of certain machines. 

 The main challenge of course is that the robot team 
autonomously creates a most efficient logistics 
process taking into account all challenges mentioned 
above. 

The FLC competition uses the concept of our common 
industrial platform Robotino. The rules only admit that 
teams can create their own concept of sensors and their own 
pallet carrier. There are several reasons for this decision: 

1. Focus on the main task to develop intelligent 
autonomous behavior. 

2. Standard equipment reduces costs and saves 
developing time of well known equipment. 

3. Restriction to common platforms is an important 
requirement from the industrial viewpoint of support 
and maintenance. 

4. Common platforms provide fair chances to new 
teams to join the competition. 

B. Experiences 
In 2010 the FLC runs as a demonstration competition at 

the international RoboCup event in Singapore for the first 
time with 9 teams from Germany, Swiss, Hungary, Egypt, 
Singapore and Korea. This year 2011 the FLC runs at the 
international RoboCup event in Istanbul with 15 teams. In 
addition, this competition is also available at other RoboCup 
events, e.g. the German Open. 

The FLC task has been shown to be highly challenging 
but teams never gave up and spent much time on research 
and development in order to be one of the bests. The present 
results have shown that there is a huge potential of 
improvements and optimization of presented solutions. 

C . Scientific Challenges 
The approach of FLC provides an outstanding research 

platform to make important progress in this challenging task 
because of a rather generic factory structure and interface 

structure between robot and factory production device. The 
actual rulebook is focussed on a rather simple 3-stage 
production process which can be easily changed related to 
product complexity and production processes, see Fig. 8. 

 

 
Fig. 8. 3-stage production process of the FLC 

At present there is only one component on the pallet. If 
we admit various components on a pallet then we would 
immediately generate a much more complex material flow 
opening the door for additional strategies to proceed. This 
would also imply that the robots need robot arms to handle 
the different components. A further step could be to 
integrate an ERP system as we have already considered in 
the ProLog learning factory in section IV. 

As well the actual rules avoid dynamic appearance of 
obstacles which can be easily created by admitting teams 
play directly against each other. With other words: One team 
plays the role of production teams and the other plays the 
role of dynamic obstacles in order to block the access to 
important production machines. 

It is well known that planning and scheduling methods 
may be very well also analyzed by simulation. In fact, teams 
of the FLC competition are provided with a simulation tool 
in order to prepare strategic procedures. However, industry 
is mainly interested in a reliable implementation on a 
common hardware platform. 

In industrial logistic applications mobile robot systems are 
controlled by a supervisory system yielding movement 
commands to the robot controllers. A task oriented 
communication between supervisory system and mobile 
robots is by no means accepted in industry since no reliable 
solutions are available on the market. As well, autonomous 
docking procedures or interactions with external devices 
may work in some laboratories but not at all in an industrial 
environment. 

VI. CONCLUSION 
Highlighting the significance of mobile robots for 

production logistics we derive the necessity for a 
standardized learning and research system. The mobile robot 
platform Robotino by Festo Didactic combines all functions 
and properties to be used for qualification as well as for 
developing new methods to accomplish autonomous 
transportation systems. To prove this we present three 
applications introduced at the schools level up to the 



 
 

 

university level. Starting with the programming of a single 
AGV, taking the next step to synchronize two mobile robots 
in the same area and share tasks between these systems, the 
Festo Logistics Competition at RoboCup is the most 
challenging application research institutes around the world 
working on. 
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Simultaneous Localization and Dynamic State Estimation in
Reconfigurable Environments

Gian Diego Tipaldi Daniel Meyer-Delius Maximilian Beinhofer Wolfram Burgard

Abstract— The majority of existing approaches to mobile
robot localization assume that the world is static, which clearly
does not hold in most real-world application domains. In this
paper we present a probabilistic approach to global localization
in reconfigurable environments, where the robot pose and
the environment state are jointly estimated using a Rao-
Blackwellized particle filter. The environment is represented as
a spatial grid and a hidden Markov model is used to represent
the occupancy state and state transition probabilities of each
grid cell. The HMM parameters are estimated offline using
the EM algorithm. Experimental results show that our model
is better suited for representing reconfigurable environments
than standard occupancy grids. Furthermore, the results show
that the explicit representation of the environment dynamics
can be used to improve localization accuracy in reconfigurable
environments.

I. INTRODUCTION

An accurate model of the environment is essential for
many mobile robot navigation tasks. Although the environ-
ment generally is dynamic, most existing navigation ap-
proaches assume it to be static. They typically build the
map of the environment in an offline phase and then use
it without considering potential future changes. There are
robust approaches that can handle inconsistencies between
the map and the actual measurements. However, a largely
inconsistent model can lead to unreliable navigation or even
to a complete localization failure. Moreover, some areas can
be semi-static (e.g., furnitures can move, cars can be parked)
and this information can be used by the robot to improve its
navigation performance.

In this paper we consider the problem of modeling a
mobile robot’s environment taking the dynamics of the
environment explicitly into account. We present a proba-
bilistic model that represents the occupancy of the space and
characterizes how this occupancy changes over time. We then
show how this information can be used to jointly estimate the
pose of the robot and the configuration of the environment
during a global localization task.

The environment is represented as a two-dimensional grid
where each cell uses a hidden Markov model (HMM) to
represent the belief about the occupancy state and state
transition probabilities. Our model, called dynamic occu-
pancy grid, is a generalization of a standard occupancy grid.
Figure 1 illustrates the fundamental difference between these
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(a) Occupancy grid (b) Dynamic occupancy grid

Fig. 1. Bayesian network describing the dependencies between the states
of a cell c and observations z in standard and dynamic occupancy grids.

two models: while occupancy grids characterize the state of
a cell as static, our representation explicitly models state
changes.

In addition to the explicit representation of the envi-
ronment dynamics, the HMM framework provides efficient
algorithms for estimating the model parameters. Given that,
we can use a Rao-Blackwellized particle filter (RBPF) to
jointly reason about the robot pose, which represents the
sampled part of the filter, and the occupancy probability of
a cell, represented in the analytical part of the factorization.

The contribution of this work is a global localization
approach that estimates the pose of the robot and, at the same
time, explicitly infers how the state of the world changes over
time. To the best of our knowledge, this is the first approach
to address this problem. Previous attempts either focused on
how to filter spurious observations due to dynamic objects or
addressed the easier problem of pose tracking. We describe
our model and how the representation can be updated as new
observations become available. We further propose a local
map representation that is able to forget changes in a sound
probabilistic way, using the mixing times of the associated
Markov chain, and to minimize memory requirements.

We evaluate our approach in simulation and using real-
world data. The results demonstrate that our model can rep-
resent dynamic environments more accurately than standard
occupancy grids. Furthermore, we show that it outperforms
standard Monte Carlo localization in complex real world
environments with consistent changes over time.

II. RELATED WORK

Most mobile robot navigation systems rely on a map of
the environment built beforehand in an offline phase. To
deal with subsequent changes in the environment, sensor
measurements caused by dynamic objects are usually filtered
out. Robust approaches rely on probabilistic sensor models
that identify the measurements inconsistent with the map.
For example, Fox et al. [1] use an entropy gain filter, while
Burgard et al. [2] use a distance filter based on the expected
distance of a measurement. Despite the success of these



techniques, they discard valuable information about the envi-
ronment. Instead of filtering out inconsistent measurements,
Montemerlo et al. [3], use them for people tracking while
localizing the robot. They show that the state of dynamic
objects in the environment can be used to increase the
robustness of the pose estimation process. Motivated by this
idea, we utilize all sensor measurements to keep the map of
the environment up-to-date while simultaneously localizing
the robot within the updated map.

Orthogonal to the work on localization in dynamic en-
vironments, many authors have addressed the problem of
modeling such environments. Hähnel et al. [4], for example,
combine the EM algorithm and a sensor model that considers
dynamic objects to obtain accurate maps. The approach
of Anguelov et al. [5] computes shape models of non-
stationary objects. They create maps at different points in
time and compare those maps using an EM-based algorithm
to identify the parts of the environment that change over
time. Wolf and Sukhatme [6] propose a model that maintains
two separate occupancy grids, one for the static parts of the
environment and the other for the dynamic parts. Biber and
Duckett [7] propose a model that represents the environment
on multiple timescales simultaneously. For each timescale
a separate sample-based representation is maintained and
updated using the observations of the robot according to an
associated timescale parameter. In our work, we use the grid-
based representation described by Meyer-Delius et al. [8]
to represent dynamic environments. Besides being able to
continuously adapt to changes over time, this model provides
also an explicit characterization of the dynamics of the
environment that can be learned from data.

Whereas most of the work on mapping dynamic envi-
ronments assumes that a good estimate of the robot’s pose
is available, most of the work on mapping where the pose
of the robot is not available (i.e., SLAM) assumes that the
environment is static. Only few authors address the problem
of jointly estimating the pose of the robot and the state of
a dynamic environment. Avots et al. [9], for example, use a
Rao-Blackwellized particle filter to estimate the pose of the
robot and the state of doors in the environment. They repre-
sent the environment using a reference occupancy grid where
the location of the doors is known, but not their state (i.e.,
opened of closed). Petrovskaya and Ng [10] propose a similar
approach where instead of a binary model, a parametrized
model (i.e., opening angle) of the doors is used. Similar to
these approaches, we also use a Rao-Blackwellized particle
filter to estimate the pose of the robot and the state of
the environment. In contrast to their methods, however, we
estimate the state of the complete environment, and not only
of small, specific areas or elements. Additionally, we also
learn the model parameters from data.

III. DYNAMIC OCCUPANCY GRID

Occupancy grids (as they were introduced by Moravec
and Elfes [11]) are a regular tessellation of the space into
a number of rectangular cells. They store in each cell the
probability that the corresponding area of the environment is

Fig. 2. State transition probabilities of the parking lot of the University
of Freiburg. The left and right images correspond to the distributions
p(ct = f | ct−1 = f) and p(ct = o | ct−1 = o) respectively. The darker
the color, the larger the probability for the occupancy to remain unchanged.

occupied by an obstacle. To avoid a combinatorial explosion
of possible grid configurations, the approach assumes that
neighboring cells are independent from each other.

Occupancy grids rest on the assumption that the environ-
ment is static. As mentioned above, they store for each cell
c of an equally spaced grid the probability p(c) that c is
occupied by an obstacle. To probabilistically model how the
occupancy changes over time in dynamic environments, the
approach relies on an HMM (see Rabiner [12]) to explicitly
represent both the belief about the occupancy state and state
transition probabilities of each grid cell as illustrated in
Figure 1.

An HMM requires the specification of a state transition,
an observation, and an initial state distribution. Let ct be a
discrete random variable that represents the occupancy state
of a cell c at time t. The initial state distribution or prior
p(ct=0) specifies the occupancy probability of a cell at the
initial time step t = 0 prior to any observation.

The state transition model p(ct | ct−1) describes how the
occupancy state of cell c changes between consecutive time
steps. We assume that the changes in the environment are
caused by a stationary process, that is, the state transition
probabilities are the same for all time steps t. These prob-
abilities are what allows us to explicitly characterize how
the occupancy of the space changes over time. Since we
are assuming that a cell c is either free (f) or occupied
(o), the state transition model can be specified using only
two transition probabilities, namely p(ct = f | ct−1 = f) and
p(ct = o | ct−1 = o). Note that, by assuming a stationary
process, these probabilities do not depend on the absolute
value of t. Figure 2 depicts transition probabilities for the
parking lot at our faculty. The darker the color, the larger
the probability for the corresponding occupancy to remain
unchanged. The figure clearly shows the parking spaces, driv-
ing lanes, and static elements such as walls and lampposts
as having different dynamics. The “shadows” in the upper
left and lower right areas of the maps were mostly caused
by maximum range measurements being ignored.

The observation model p(z | c) represents the likelihood
of the observation z given the state of the cell c. The
observations correspond to measurements obtained with a
range sensor. In this paper, we consider only observations
obtained with a laser range scanner. The cells in the grid



that are covered by a laser beam are determined using
a ray-tracing operation. We consider two cases: the beam
is not a maximum range measurement and ends up in a
cell (a hit) or the beam covers a cell without ending in
it (a miss). Accordingly, the observation model can also
be specified using only two probabilities: p(z = hit | c = f)
and p(z = hit | c = o). We additionally take into account the
situation where a cell is not observed at a given time step.
This is necessary since the transition model characterizes
state changes only for consecutive time steps. Explicitly
considering this no-observation case allows us to update
and estimate the parameters of the model using the HMM
framework directly without having to distinguish between
observations and no-observations. The concrete observation
probability for a no-observation does not affect the results
as long as the proportion between the two remaining proba-
bilities remains unchanged.

From the discussion above it can be seen that standard
occupancy grids are a special case of dynamic occupancy
grids where the transition probabilities p(ct = f | ct−1 = f)
and p(ct = o | ct−1 = o) are 1 for all cells c.

A. Occupancy State Update
The update of the occupancy state of the cells in a dynamic

occupancy grid follows a Bayesian approach. The goal is to
estimate the belief or posterior distribution p(ct | z1:t) over
the current occupancy state ct of a cell given all the available
evidence z1:t up to time t. The update formula is:

p(ct | z1:t) =
η p(zt | ct)

∑

ct−1∈{f,o}

p(ct | ct−1) p(ct−1 | z1:t−1) , (1)

where η is a normalization constant. Exploiting the Markov
assumptions in our HMM, this equation is obtained us-
ing Bayes’ rule with z1:t−1 as background knowledge and
applying the theorem of total probability on p(ct | z1:t−1)
conditioning on the state of the cell ct−1 at the previous
time step t−1. Equation (1) describes a recursive approach to
estimate the current state of a cell given a current observation
and the previous state estimate. This approach corresponds to
a discrete Bayes filter. The structure of our particular HMMs
allows for a simple and efficient implementation of this
approach. Note that the map update for standard occupancy
grids is a special case, where the sum in (1) is replaced by
the posterior p(ct | z1:t−1).

This posterior corresponds to a prediction of the occu-
pancy state of the cell at time t based on the observations
up to time t − 1. Prediction can be considered as filtering
without the processing of evidence. By explicitly considering
no-observations as explained in the previous section, the
update formula can be used directly to estimate the future
state of a cell or estimate the current state of a cell that has
not been observed recently.

B. Parameter Estimation
As mentioned above, an HMM is characterized by the state

transition probabilities, the observation model, and the initial

state probabilities. We assume that the observation model
only depends on the sensor. Therefore it can be specified
beforehand and is the same for each HMM. We estimate the
remaining parameters using observations that are assumed to
correspond to the environment that is to be represented.

One of the most popular approaches for estimating the
parameters of an HMM is an instance of the expectation-
maximization (EM) algorithm. The basic idea is to iteratively
estimate the model parameters using the observations and the
parameters estimated in the previous iteration until the values
converge. Let θ̂(n) represent the parameters estimated at the
n-th iteration. The EM algorithm results in the following
re-estimation formula for the transition model of cell c:

p̂(ct = i | ct−1 = j)(n+1) =
∑T

τ=1 p(cτ−1 = i, cτ = j | z1:T , θ̂(n))∑T
τ=1 p(cτ−1 = i | z1:T , θ̂(n))

, (2)

where i, j ∈ {f, o} and T is the length of the observation
sequence used for estimating the parameters. Note that the
probabilities on the right-hand side are conditioned on the
observation sequence z1:T and the previous parameter esti-
mates θ̂(n). These probabilities can be efficiently computed
using the forward-backward procedure [12].

For more details about this model we refer the reader to
the associated technical report by Meyer-Delius et al. [8].

IV. SIMULTANEOUS LOCALIZATION AND DYNAMIC
STATE ESTIMATION

In this section we describe our approach to simultaneously
estimate the robot pose and the dynamic state of the envi-
ronment. Although on first sight one can see the addressed
problem as an instance of the better known simultaneous
localization and mapping (SLAM), there are two main dif-
ferences between them.

The first difference is the absence of a global reference
frame in the SLAM problem. No global pose is required and
the initial pose of the robot can typically be set freely. On
the contrary, we explicitly address global localization as part
of the estimation aspect. We have a global reference frame
and the initial pose of the robot is unknown and assumed
to be uniformly distributed over the whole environment. The
second difference regards the dimensionality of the map. In
the SLAM problem, the size of the map is not known in
advance and can grow unbounded with time. In our problem
the size of the map is known and we only focus on estimating
the actual configuration of the dynamic objects present in the
environments. Despite the differences, the two problems do
share the same state space, i.e., the robot pose and the state
of the map, and one can exploit the same factorization that
made Rao-Blackwellized particle filters a feasible solution to
the SLAM problem [13], [14].

In the following we show how this factorization can be
exploited and we derive the RBPF that will be used to
estimate the posterior p(x1:t,m1:t | z1:t, u1:t−1,m0) about
the trajectory x1:t of the robot and the configuration of the
environment m1:t, given the observations z1:t, the odometry



measurements u1:t−1 and the prior over the map m0. The
key idea is to separate the estimation of the robot pose from
the map estimation process,

p(x1:t,m1:t | z1:t, u1:t−1,m0) =

p(m1:t | x1:t, z1:t,m0)p(x1:t | z1:t, u1:t−1,m0). (3)

This can be done efficiently, since the posterior over maps
p(m1:t | x1:t, z1:t,m0) can be computed analytically given
the knowledge of x1:t and z1:t and using the forward
algorithm for the HMM. The remaining posterior, p(x1:t |
z1:t, u1:t−1), is estimated using a particle filter which in-
crementally processes the observations and the odometry
readings. Following [15], we obtain a sample of the robot
trajectory by incrementally sampling the current pose from
the motion model x(i)

t ∼ p(xt|x(i)
t−1, ut−1) and setting x(i)

1:t =

{x(i)
t , x(i)

1:t−1}. This recursive sampling schema allows us
to recursively compute the importance weights using the
following equation

w(i)
t = w(i)

t−1

p(zt | x(i)
1:t, z1:t−1,m0)p(x

(i)
t | x(i)

t−1, ut−1)

p(x(i)
t | x(i)

t−1, ut−1)

= w(i)
t−1p(zt | x

(i)
1:t, z1:t−1,m0). (4)

The observation likelihood is then computed by marginaliza-
tion over the predicted state of the map leading to

p(zt | x(i)
1:t, z1:t−1,m0) =

=

∫
p(zt | x(i)

t ,mt)p(mt | m(i)
t−1)dmt

=
∏

j

N (zjt ; ẑ
j
t ,σ

2), (5)

were zj is an individual laser reading and ẑjt is the closest
cell in the map to the reading, with an occupancy probability
above a certain threshold. Note that the disappearance of the
integral is not an approximation but a direct consequence of
using the likelihood field model described in [16].

A. Map Management
As we already mentioned above, the initial pose of the

robot is unknown and assumed to be uniformly distributed
in the whole environment. This forces us to use a high
number of particles, generally above thousands, to accurately
represent the initial distribution. Since every particle needs to
have its own estimate of the map, memory management is a
key aspect of the whole algorithm. In order to save memory,
we want to only store the cells in the map that have been
considerably changed from the a priori map m0, which is
shared among the diverse particles. This is done exploiting
two important aspects of the Markov chain associated to the
HMM: the stationary distribution and the mixing time.

As the number of time steps for which no observation
is available tends to infinity, the occupancy value of a cell
converges to a unique stationary distribution π (see [17]).
This stationary distribution represents the case where the
environment has not been observed for a long time and
is represented by our a priori map m0. In the case of a

binary HMM, the one used in this paper, this distribution is
computed using the transition probabilities

[
πf
πo

]
=

1

p+ q

[
q
p

]
, (6)

where for notation simplicity we have

p = p(ct = o | ct−1 = f)
q = p(ct = f | ct−1 = o).

Every time an individual particle observes the state of a
cell for the first time, the state distribution of that particular
cell changes from the stationary one and the particle needs
to store the new state of the cell. In order to reduce memory
requirements, only a limited number of cells should be stored
and a forgetting mechanism should be implemented. This
can be done in a sound probabilistic way, by exploiting the
mixing time of the associated Markov chain. The mixing time
is defined as the time needed to converge from a particular
state to the stationary distribution. The concrete definition
depends on the measure used to compute the difference
between distributions. In this paper we use the total variation
distance as defined by Levin et al. [17]. Since our HMMs
have only two states, the total variation distance ∆t between
the stationary distribution π and the occupancy distribution
pt at time t can be specified as

∆t = |1− p− q|t∆0, (7)

where ∆0 = |p(ct = f) − πf| = |p(ct = o) − πo| is
the difference between the current state p(ct) and stationary
distribution π. Based on the total variation distance, we can
define the mixing time tm as the smallest t such that the
distance ∆tm is less than a given value ε. This leads to

tm =

⌈
ln(ε/∆0)

ln(|1− p− q|)

⌉
. (8)

In other words, the mixing time tells us how many steps
are needed for a particular cell to return to its stationary
distribution, that is how many step a particle needs to store
an unobserved cell before removing it from its local state
and rely on the a priori map m0.

V. EXPERIMENTS

We implemented our proposed model and tested it using
data obtained with a real robot. We steered a MobileRobots
Powerbot equipped with a SICK LMS laser range finder
through the parking lot of our faculty. We performed a
run every full hour from 7am until 6pm during one day.
The range data obtained from the twelve runs (data sets d1
through d12) corresponds to twelve different configurations
of the parked cars, including an almost empty parking lot
(data set d1) and a relatively occupied one (data set d8).
We used a SLAM approach [18] to correct the odometry
of the robot and obtain a good estimate of its pose. Range
measurements were sampled at about 1Hz, and the trajectory
and velocity of the robot during each run were approximately
the same to try to avoid a bias in the complete data set.



Fig. 3. Comparison between dynamic and standard occupancy grids. Shown
are the ground truth (top), dynamic occupancy grid (middle), and standard
occupancy grid (bottom) maps at two different points in time.

Figure 3 shows a qualitative comparison between dynamic
and standard occupancy grids for the parking lot data set. We
assumed that the parking lot did not change considerably
during a run and used the occupancy grids obtained from
every data set with the above-mentioned SLAM approach as
ground truth. In the figure, the maps on the left column show
the grids after the third run, that is, after integrating data sets
d1 through d3. The maps on the right show the grids at the
end of the last run, after integrating data sets d1 through
d12. As can be seen, the dynamic occupancy grid readily
adapts to the changes in the parking lot. Thus, it constitutes a
better representation of the environment at any point in time.
Additionally, dynamic occupancy grids provide information
about the occupancy probability of areas that have not been
recently observed. This appears in the grids in the figure
(specially the right column) as light gray areas in the places
where the cars most frequently park.

In order to assess the performances of the localization ap-
proach, we compared it to standard Monte Carlo localization
both in a global localization and pose tracking setting. For
each data set, we compared our approach (MCL-D), MCL
using the standard occupancy grid (MCL-S), and MCL using
the ground-truth map for that specific data set (MCL-GT).
We performed 100 runs for each data set, where we randomly
sampled the initial pose of the robot. In order to obtain a fair
comparison, the same seed has been used to generate the
initial pose, as well as to perform all the random sampling
processes for each approach. All the approaches have been
initialized with 10, 000 particles for global localization and
500 particles for pose tracking. They also used the same set

of parameters, an occupancy threshold of 0.6 and a maximum
distance of 1m for the likelihood field model.

The results of the global localization experiment are shown
in Table I. The table shows the success rate of the global
localization, as the percentage of time the filter converged to
the true pose, and the residual squared error, with respective
variance, after convergence. The success rate is reported
relative to the result of MCL on the ground-truth map,
in order to have a measure independent of the complexity
of the environment. The results show that our approach
outperforms the standard MCL on static maps both in terms
of convergence rate and accuracy in localization.

Table II shows the results for the pose tracking experiment,
where the filter is initialized at the true pose and keeps
tracking the robot. The table shows the failure rate, i.e., the
percentage of time the robot got lost during tracking, as well
as the residual squared error. The results of this experiment
show that the performances of the dynamic maps in pose
tracking are almost equivalent to MCL with the ground-truth
maps, with a failure rate of only 2%.

Both experiments show two important aspects of the prob-
lem and of the solution adopted. The first aspect is that the
problem is much more complex than global localization since
the search space is bigger and deciding if a measurement is
an outlier or is caused by a change of the configuration is
not a trivial task. Furthermore, analyzing the performances
in pose tracking, we see that if the filter is initialized close to
the correct solution, i.e., the search is reduced to the correct
subspace, it is able to estimate the correct configuration.
The second aspect is how the algorithm scales with different
amount of change in the environment configuration. In the
first four data sets, the parking lot is almost empty and it
becomes quite full in the last ones. This is evident, when
analyzing the results of MCL on the static maps, since
the performance gets worse with an increasing amount of
change. On the other hand, the performance of MCL on the
dynamic maps is independent from the amount of change,
as can be seen from the tables.

VI. CONCLUSIONS

In this paper we introduced a novel approach to global
localization in reconfigurable environments using a grid map
that explicitly represents how the occupancy of individual
cells changes over time. The model is a generalization of
standard occupancy grids and applies HMMs to update the
belief about the occupancy state of each cell according to
the dynamics of the environment. We described how a Rao-
Blackwellized particle filter can be used to jointly estimate
the robot pose and the configuration of the environment. This
was possible thanks to the reduced memory requirements
obtained by exploiting the properties of the Markov chains.
We evaluated our approach using real-world data. The results
demonstrate that our model can represent dynamic environ-
ments more accurately than standard occupancy grids and
outperforms standard MCL on static maps in both global
localization and pose tracking.



Data set MCL-GT MCL-D MCL-S
Success Error2 σ2 Success Error2 σ2 Success Error2 σ2

01 100% 0.21 0.36 50% 0.26 0.36 50% 0.26 0.18
02 100% 0.19 0.29 40% 0.10 0.08 33% 0.13 0.09
03 100% 0.13 0.19 80% 0.10 0.29 52% 0.19 0.17
04 100% 0.04 0.03 60% 0.08 0.14 53% 0.15 0.19
05 100% 0.07 0.18 54% 0.07 0.09 35% 0.15 0.18
06 100% 0.02 0.01 87% 0.02 0.02 45% 0.06 0.02
07 100% 0.06 0.08 59% 0.12 0.22 43% 0.14 0.20
08 100% 0.05 0.10 71% 0.03 0.02 28% 0.03 0.01
09 100% 0.02 0.01 53% 0.12 0.22 31% 0.06 0.02
10 100% 0.14 0.28 62% 0.13 0.31 34% 0.30 1.01
11 100% 0.11 0.11 38% 0.15 0.21 26% 0.24 0.29
12 100% 0.19 0.32 20% 0.16 0.14 22% 0.27 0.38

Total 100% 0.11 0.19 52% 0.11 0.18 36% 0.17 0.22

TABLE I
GLOBAL LOCALIZATION EXPERIMENT

Data set MCL-GT MCL-D MCL-S
Failure Error2 σ2 Failure Error2 σ2 Failure Error2 σ2

01 0% 0.04 0.01 3% 0.09 0.03 5% 0.18 0.07
02 0% 0.03 0.01 4% 0.08 0.05 24% 0.18 0.10
03 0% 0.04 0.01 2% 0.05 0.04 10% 0.09 0.04
04 0% 0.02 0.01 0% 0.04 0.01 10% 0.08 0.02
05 0% 0.02 0.01 3% 0.03 0.04 13% 0.06 0.02
06 0% 0.02 0.01 2% 0.02 0.01 26% 0.09 0.12
07 0% 0.02 0.01 0% 0.03 0.01 34% 0.07 0.01
08 0% 0.02 0.01 2% 0.02 0.01 35% 0.09 0.15
09 0% 0.02 0.01 4% 0.03 0.01 37% 0.07 0.16
10 0% 0.02 0.01 0% 0.03 0.01 36% 0.09 0.10
11 0% 0.03 0.01 1% 0.05 0.02 42% 0.10 0.05
12 0% 0.03 0.01 5% 0.06 0.01 44% 0.15 0.20

Total 0% 0.03 0.01 2% 0.04 0.02 27% 0.10 0.08

TABLE II
POSITION TRACKING EXPERIMENT
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