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I. INTRODUCTION II. RELATED WORK

An ongoing challenge in robotics is the interaction with Interaction with piles of objects has been examined pre-
clutter in unstructured environments. In particular, oigenay Viously for the bin-picking application. Several methods f
be placed close together or overlapped such as in a p”evgfrkpiece acquisition reframe the problem as the identitica
toys or groceries. The composition of a pile may be orff potential grasping or hold sites based on the local shape
of many classes depending on the scale and propertiesOBijECtSv without explicitly segmenting an individual tke
what is considered the unit item. A common example is Rjece from the pile. For example, Kelley et al. [1] describes
pile of primarily rigid objects, such as a set of game piecé/éSiO” algorithms for identifying smooth surfaces suitabbr
or a stack of books. In other cases, the unit items may Baccuum grippers or hold sites for parallel jaw gripperse(se
articulated or deformable objects, such as pile of dishrags @lS0 [2]). More recently, this approach of matching or fitigr
a jumble of rope. The pile itself may even be considereytrface features for a particular gripper geometry was also
more as a single deformable material when the unit piec@ghieved using 3D range data and the PR2 grippers for a
have small granularity, such as a heap of chopped vegetalﬂ@§hier checkout operation [3]. Other investigations of- bi
or sugar. Robust exploration and interaction with piles wiPicking have focused on machine vision techniques for patte
be necessary for a service robot that encounters clutter"@¢ognition of a known workpiece shape [4, 5] or segmentatio
household environments. The interaction strategies mayera Of the topmost piece in a pile [6]. Our approach does not
from the singulation of individual units to directly clagsng assume prior modeling of the objects and can also be used to
and manipulating a material pile as one entity. interact with objects that are not graspable by the robot end

In this work, we focus on the first example of a pile com&fféctor.

posed of primarily rigid objects. Cluttered placement wita F_Qelated_ work_has also inyestigated th(_a integrgtion of robot
pile is a challenge for both perception and manipulatiojecth actions with object perception or modeling. Object segmen-
recognition may be poor due to occlusion from surroundirf@tion from video sequences of robot pushing actions has
objects, or a grasp attempt may fail when mistakenly app“&gzen demonstrated for rlg!d planar objects by Kenney et al.
to a target that is actually multiple objects. Our goal i the [7] a@nd for articulated objects by Katz and Brock [8, 9].
robot be able to identify and separate individual objectsnfr 1hese works focused on the segmentation of objects from
a novel pile of unmodeled items. This requires the integrati @ Video of a pre-planned robot motion that results in clear
of perception of the scene state with a manipulation plan fBtotion cues of the target object. Our work extends these
interacting with the pile. This singulation process is inted @PProaches to interactive perception by examining how the
as an initial exploration stage that would precede andifatgl PUsh or perturbations can be planned to accumulate a segjuenc
future actions such as object recognition or grasping, ehe}f motion cues, which individually may not provide sufficien
spatial separation improves performance. evidence for singulation. _ _ _

Our video demonstrates an initial framework for interactio, Another area of related work is next-best view planning for
with multiple objects in a pile. In this example, the PR2 asun Nteractive object modeling, mvestlg.ated by e.g. Kraletral.
the number of objects in a pile through exploration of the-0l- The;e methods focus on a Slngle object either e.llready
object by pushing or perturbation actions. If the observéf@sped in-hand by a robot or fixed in the world relative to
motion of a pile is consistent with a single rigid motior? MOVing camera. The aim of these methods is to create a
hypothesis, the next move advances the object toward tHe geMPlete model of the object geometry, and these techniques
area for separated objects. Otherwise, the pile is re-jet yvquld complement our results to create an object model once
in a direction away from the goal area to further determiriS Separated from clutter.

whether a single rigid object has been separated. Recent work by Dogar and Srinivasa [11] presents push-
grasping as a framework for dealing with clutter in the

_ . _ _environment. The robot motion plans depend on previous
This material is based upon work supported by the Nationakri®ei

Foundation under Grant # 1019343 to the Computing Researsbchation kn9W|edge of object models for the targgt. ?—nd the clqttering
for the ClFellows Project. objects. Our method could be used as an initial exploratem s



Fig. 1. Multiple objects may appear as a single segment aftistering 3D
data due to lack of spatial separation.

for identifying individual movable items among the clutter
Fig. 2. A pile of two objects shifts shape after a push pedtidn. The
segmented pile before the push (top) is compared to the statethé push
Ill. M ETHOD OVERVIEW AND INITIAL RESULTS (bottom). The two frames are evaluated to determine if therstexi single

. %?(i)d transform that explains the motion (right). Rarely dhe tpoints in the
Our demonstration shows how a robot can learn Whgl frames match completely due to noisy edges of the pile seguiemior

portion of a cluttered pile is an individual rigid segmentianchanges in the partial object view due to the perturbation.

then separate it spatially. The objects and pile configomati TABLE |

are not known a priori. \We assume that the ObleCt§ ha\_’l@THE EXAMPLE COUNTING DEMONSTRATION PILES ARE PUSHED UNTIL
some visual or geometric features that can be used to iglentif AN INDIVIDUAL OBJECT REACHES THE GOAL AREA AND COUNTED
candidate correspondences between two states of the pile.

. . . Number of objects Number of push perturbations
We use image an'd spatial data from a Kinect depth—cgme@amhabet b,écks 29 g
(Microsoft Corporation) mounted on the PR2 robot (Willow 3: snack box, pastry package, hummus tub 21
Garage). For each pile state between actions, we capture tfglcothpaste, sunscreen, ribbon 29
. . . . . 3:toothpaste, sunscreen, ribbon 78
high-resolution 2D image and the corresponding 3D point

cloud.

PiIe; are identified from the cloud data by first fitting af‘%‘ounting the items may require several observations before
removing the plane of the support surface and then spatialymulating sufficient successes. Our current work in prsgre
clustering the remaining cloud points. As shown in Figs geveloping methods to improve the efficiency of intexcti

1, spatial clustering is not necessarily sufficient to se¥meom this initial baseline framework.
individual objects in clutter.

Pushes to perturb the pile are planned based on the target REFERENCES

: : : : ] R. B. Kelley, H. A. S. Martins, J. R. Birk, and J.-D. DessimdThree
pile location and the surrounding piles or obstacles. Th vision algorithms for acquiring workpieces from bins,” v@ll, no. 7,

pushes are straight line motion paths of the robot endeffec pp. 803-820, 1983.
that approach the centroid of the pile point cloud in a dicect [2] J.-D. Dessimoz, J. R. Birk, R. B. Kelley, H. A. S. Martin®)&aC. Lin,

. : “Matched filters for bin picking,” no. 6, pp. 686697, 1984.
corresponding to the most clearance around the pile bounda 3] E. Kiingbeil, D. Drao, B. Carpenter, V. Ganapathi, O. Kiaand A. Y.

The purpose of the push is to perturb the pile enough t0" Ng., “Grasping with application to an autonomous checkobibtd in
provide a state change and does not require an object model Proceedings IEEE Int. Conf. Robotics and Automation ICREI22011.

. L . . ] L. Jacobson and H. Wechsler, “Invariant image represiemaA path
or the surface properties for predicting the resulting orati toward solving the bin-picking problem,” iProc. IEEE Int. Conf.

The pile state before and after a push perturbation are eval- Robotics and Automatigmwol. 1, 1984, pp. 190-199.
uated to determine whether a single rigid motion is sufficienl5] B- K. P. Hom and K. lkeuchi, “The mechanical manipulatiofi o

. . . randomly oriented partsScientific Americanvol. 251, no. 2, pp. 100-
to describe the observed change (Fig. 2). One challenge is 177 j9g4.

that, even when a pile consists of only a single object, thg] H. Yang and A. Kak, “Determination of the identity, positi and

candidate feature correspondences between image franyes ma PFiintatiolfégETettocpm?StROtk’Jiet‘?t in ag”Aeitsom‘? folthgf iggg"tsv"
not always be correct. Thus multiple rigid motions drawmfro gz oo /55 Int- Cont- Robotics and Automatorl. 3, 1956, pp-

the image point correspondences are evaluated againatlthe §7] J. Kenney, T. Buckley, and O. Brock, “Interactive segragion for
3D point cloud to determine a candidate explanation for the manipulation in unstructured environments,” froc. IEEE Int. Conf.
ile state ch Robotics and Automation ICRA 02009, pp. 1377-1382.
pile state change. [8] D.Katz and O. Brock, “Manipulating articulated objeetith interactive
In the video, the successful matching of a candidate motion perception,” inProc. IEEE Int. Conf. Robotics and Automation ICRA

results in a following push toward the goal area, which ir} 2008 2008, pp. 272-277. _ o
his d tration is the edae of the table. Uncertain neatch 9] ——, “Interactive segmentation of articulated objects3id,” in Work-
this demonstrati 1S g : I shop on Mobile Manipulation: Integrating Perception and hifaulation

result in following pushes away from the goal for further atthe IEEE International Conference on Robotics and Autina2011
perturbation. In this manner, the identification and sejpana 2011, Mani :

f it is b d on th mulation of successful matcllileoé M. K_ramm, P Henry, X. Re_n, and D. _Fox, Man_lpulator(hrn)bject
oranitemIs based o € ?‘CCU ula ) . : tracking for in-hand 3d object modeling/hternational Journal of
and can recover from failures to fit a candidate motion. Robotics Researcl2011.

Table | shows results from example trials for completely arl§] M. Dogar and S. Srinivasa, *Push-grasping with dexisrbands: Me-
chanics and a method,” iRroceedings of 2010 IEEE/RSJ International

separ_a.tely mo_Ving e.aCh item into the.goal ar?a' Depending on conference on Intelligent Robots and Systems (IROS 2@d€pber
the initial configuration and the resulting motions, contgle 2010.



