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Stereo Visual Servoing with a Single Point: a Comparative Study
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Abstract

A comparative study of a stereo visual servoing sys-
tem is presented. The visual feature is the pair of
images of an object, for which there not ezists a ge-
ometrical model. Instead, the image of the object is
segmented, and its center of gravity is computed. The
developed control laws use either the raw image points,
or the estimated 8D coordinates. The stereo rig is
roughly calibrated with the nominal values of the came-
ra parameters. Experimental results on a real arm with
a stereo pair mounted on the end-effector are shown.
These results confirm the equivalence between the im-
age pairs and the 3D estimation, and highlight the im-
portance of the choice of coordinate frames in the ser-
voing task.

1 Introduction

Stereovision information has been commonly con-
sidered as an alternative way to recover the depth, in
the modeling phase of a vision system. Recent works
[3] [4] have awaken new interest in stereo visual ser-
voing application, considering mainly the robustness
and precision aspects. Our goal is to analyse the case
of a 3D point, to develop different model and control
laws, and of course to validate experimentally those
approaches.

In this work we present some theoretical results
concerning the modeling of a positioning task using
only one 3D point. We have tested many approaches
to define this kind of task when using a stereovision
system. However, the observed object is not an ideal
point: its shape might be irregular and its geometrical
model is not known. The object is segmented from the
scene by the vision system, and its center of gravity
is computed. The image coordinates of this point in
both cameras are the output of the vision system to
the robot controller.

First, we consider the modeling of the two stereo
images of the point. In this case, care must be taken
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with the definition of the coordinates frame of the
cameras and the end-effector. This is the so-called im-
age based approach [2]. Second, we have developed and
tested different models of a 3D point feature, either us-
ing the estimated Cartesian coordinates, or combining
the image coordinates with the estimated depth of the
3D point.

It should be noted that the only source of informa-
tion is the stereo rig. Thus, all the 3D information is
estimated from these measurements, as well as from
the intrinsic and extrinsic camera parameters (which
are roughly known). Our interest is to compare the
approaches to test whether there exists an advantage
in using either the raw signals or the computed 3D
features.

2 Task definition

Our setup consists of a stereo rig mounted on the
end-effector of the manipulator.

Let us define F, as the control frame attached to
the end-effector, F; as the frame attached to the left
camera, and F, as the frame attached to the right
camera,
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Figure 1: Configuration of a general stereo vision sys-
tem.



The raw feature vector is defined as
_ T
s = (ug, Vi, Up, Ur) (1)

where (ug,v)T and (u,,v,)7 are the image coordinates
of the point, observed by the left and right cameras
respectively.

In a general case, the cameras are not aligned to the
control frame F.. In our case, the features computed
from the visual features s is the position of the spatial
point P in the frame F,. From this visual feature, we
propose several control laws with a comparative study.
At first, let us express the coordinate of P in function
of s. To compute the location of P, we define two
homogenous transformation matrices ¢, and @3 such
as

Ql: Fe_)j?l
QQ: fe_'}fr

These homogenous transformations are supposed to
be known (or evaluated) and can be written as follow

R; 1;
Qi = ( 00 0 1 )
where R and T are the rotation and the translation of
the transformation respectively.

Two others transformations are necessary to
project the point from the camera frame F; and F,
to the image space 7; and Z,. These transformations
denoted C and C; are defined as

Clif[—}Ii
Cg: fr—)L—

These transformations are composed by the intrinsec
parameters of the cameras and can be written as fol-
lows
Fy Ouw wo
C,‘ = 0 Fv Uy
0o 0 1

where i=1 for the left camera and i=2 for the right.
F,, F, are the focal length along x and y, 8y, takes
into account the angle between the axis x and y, and
(ug vg)T are the coordinates of the optical center. So,
the image point U; can be easily computed from P
expressed in F,

Q‘!:Cl‘(R]_ T]_ ).E

214

This relationship can be rewritten under a global ma-
trix such as

X

8.U; myy iz M3z M4 v
8.0 = Ma21 M2 M23 Mag VA
S m31 M3z M33 M34 1

(2)
where s is the scale factor, and m;; are the elements of
the transformation C;.();. For the right camera, the
same approach gives

1 I} ! ' X

S Uy My, TMhg Myg My Y
s i 1 ' t

SUp | = | Tgy Mgy Moy Tgy A
! 1 I !

8 Mgy Mgy Mgz Mgy 1

(3)

where mj; are the elements of the transformation
Cs.Qa.
A development of the relations (2) and (3) gives:

( u = my1. X+myg.Y+myg. Z4mig
ma1.X+maz.Y+msz. Z4+maq

ma1. X+mae.Y+mog. Z4maq
my1. X +maz2. Y+maz. Z+maq

v =

miy X+mip Yimly Z+mhy
mby X4+mp,.Y+mys. Z+my,

Ur =

o m'm.X+m'22‘Y+m'za.Z+m'21
L 77T mgp X mpe Ybmyy Zbmyy

and the resolution of this system of 4 equations allows
to solve the position of thepoint P = ( X Y Z )T.

In our case, we consider a simplified configuration
where both cameras are parallel with identical focal
lengths (Fy, F,) and the control frame F. is located
at the center of both frames (Fig 2). Both cameras
are aligned along the z-axis and the distance between
them is b.

JBE Y Zy
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Figure 2: The simplified configuration of our system.



Thus, the system (4) becomes

s F,.b/2
r ’UgZF X—I—Zub/

v = .Y

zZ
$ (5)
w. = F“‘X}F“'bfz

-

.Y
\ ’UT': T’Z

and the coordinates of the observed point in F. can
be easily deduced as

b b.(artur)
5 ,. 25111—1:_'11-)
P=1Y | = @T:vh?"_v (6)
A bFy
UT—Up
These values are roughly estimated or are taken di-
rectly from their nominal values. No explicit calibra-
tion procedure has been undertaken.

Again, it should be noted that this is not a phys-
ical point. The image coordinates correspond to the
center of gravity of each segmented object. Since the
shape observed by each camera is slightly different, the
3D point is only an abstract point which only in ideal
cases would correspond to the real center of gravity of
the object. However, the robustness of the visual ser-
voing approach makes it possible to use these features
in the control loop.

3 Control laws

Depending on the chosen feature vector, different
control laws can be used. If the raw image measure-
ments are used, we obtain two stereo control laws.
The difference between them relies on whether the
transformation between the end-effector frame and the
camera, frames is taken into account or not.
3.1 Stereo 2D point

In this case, this transformation is taken into ac-
count explicitly in the control law.

The feature vector is the raw image information
(Eq. 1) and the jacobian matrix is

. LlIMe
L= ( 1 ) ™

where L; and L, are the interaction matrices relative
to the left and right cameras respectively, defined by
(i=rorl

2
E o owy e 2R mey
T, = ( e 0 = Py Fu — 7 3.
i= . 2 . s
B o _me _wiFy
° = = Furgl B +F

(8)
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and ‘M, and "M, are the transformation matrices of
the screw between the left and right camera frames
and the end-effector frame. Given frames F, and F;,
the relationship between the kinematic screws v is

iy — t‘Meev (g)
where the transformation matrix ‘M, is
) ", [ "R,
M, = o X 10
(o ™x™)

It can be shown that the resulting interaction ma-
trix (Eq. 7) is the same as that obtained by Maru et
ol. [6].

3.2 Simplified stereo 2D point

It is widely accepted in monocular visual servoing
that the interaction matrix (the jacobian) of a set of
points is constructed by stacking every interaction ma-
trix of each single point.

One is tempted to apply this method directly to
stereovision, and thus, a simpler interaction matrix is
obtained, if both matrices ‘M, and "M, are neglected.
In this case, the fusion of the sensor information is
processed directly in the interaction matrix despite of
the frame where they are defined.

The raw feature vector is used as before but the
jacobian matrix is now

_( In
L= ( L, ) (11)
3.3 3D point

Since the 3D coordinates of the observed point can
be computed from the image data (and an estimation
of the extrinsic and intrinsic parameters of the cam-
eras), they can also be used in the control law.

Thus, the feature vector is composed by the esti-
mated coordinates (Eq. 6) and the jacobian matrix

i L=(-1 [2] ) (12)

3.4 Linearized 2D point and Z

Cervera and Martinet [1] have shown that a feature
vector where the image coordinates are multiplied by
z is equivalent to the estimation of the real 3D coor-
dinates. With this approach, the feature vector is

8 = (zUy, 200, 2)7 (13)

and the jacobian matrix is

F, 0 0 R
b=l om0 (L [B]) o4



3.5 Raw 2D point and Z
Finally, the combination of an image point and the
estimation of z can be used to obtain the feature vector

8= (fu,r,'u,-,z)T (15)

Depending on how the frames are managed, and
how the jacobian of z is computed, there are three
different alternatives.

3.5.1 End-effector frame

If the transformation between the end-effector and the
camera frame is taken into account, the jacobian ma-

trix is
) as)

oo

where L, is computed as in 8 and L, and L, are
the first row of matrix 8 for the right and left image
points respectively.

L,"M,
(LwIMe - LurrMe)

—po—Fu
(s —unr)?

3.5.2 Camera frame

If the above-mentioned transformation is neglected,
the jacobian matrix is

oo

where the components of the matrix are defined as in
the previous section.

L,

“b'(u,%:;,_)z(l‘m - Lur)

(17)

3.5.3 Direct combination

Finally, the jacobian of the image point is directly
combined with the third row (z component) of the
jacobian of the 3D point (Eq. 12), thus obtaining

2

F U v wy v Fyp

—_—1k —1 P P 1 ot -2 N

: o : ‘.5",,'2 Fu — gL ¥y
L= o _Fu  wopy, M _mivi  _wiFy
z z + Fy, oy Fu

0 a -1 —p e B 0

FU fﬂ-

(18)

4 Experimental results

The mobile manipulator of the Robotic Intelligence
Lab is composed by a Nomad XR4000 platform and
a Mitsubishi PA-10 arm (Fig. 3). Attached to the
end-effector of the arm is a stereo rig with two color
cameras, linked to two video boards which deliver the
visual features (center of gravity of a color-segmented
object) at video rate.

A manipulation task is split in two steps. In the
first one, a positioning task is executed during 300
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Figure 3: The stereo visual servoing manipulator
setup.

iterations (one iteration corresponds to 33 ms). Then,
the second step consists in a secondary task using a
sinusoidal wave translation signal in z and y direction
(T; = Agwg.cos{wzt) , T, = —A,wy.sin(wy.t)
with 4; = Ay = 0.6 m et w, = wy = n/5 rad.s™1).
The aim of the secondary task is to fix at a given
distance the object centered in the image plane when
describing a circle trajectory on a sphere.

The following table gives the different parameters
(intrinsic and extrinsic) of both cameras.

Fy
300

Iy
450

b
118mm

The gain in the control laws is fixed to 1 for the
primary task (positioning) and 0.2 for the secondary
task.

4.1 Comparison

Experimental results are depicted in Figures 4 to
10. Each figure is divided into six plots which show the
image errors, the estimation of Z, the translational and
rotational velocities, the trajectory of the end-effector,
and the image points.

The main conclusion from these experiments is the
strong similarity between all the approaches, except
one of them: the simplified stereo 2D point. In this
case, the system is unstable, due to the calibration
errors, which produce a rotation around the Z-axis.
As shown in Fig. 5, though the image points converge
to the desired values, the trajectory of the end-effector
is not stable, specially during the secondary task.

This rotation is properly eliminated in all the ap-
proaches which use an estimation of Z. But, more in-
terestingly, it is also eliminated if the transformation



between the camera and control frames is correctly
taken into account, as in the stereo 2D point.

4.1.1 Precision

For comparison purposes, the error is directly mea-
sured on the image features. The desired position
is fixed to the image point coordinates (—40,0) and
(40,0) for the left and right camera respectively. This
would be the final position in a precisely calibrated
system. Since the real system is only roughly cali-
brated (i.e. the cameras are not prefectly aligned) a
small error persists in components v; and v,.

During the secondary task, a tracking error ap-
pears, but it should be noted that the control loop
is purely proportional. Consequently the error could
be reduced if a higher gain were used, but stability
problems could arise.
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Figure 4: Stereo 2D point

4.1.2 Robustness

The dynamic response of the servoing system is de-
picted using the translation and rotation velocities.
During the convergence phase, all the velocities de-
crease to zero, except for the simplified stereo case,
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Figure 8 Raw 2D point and Z (end-effector)
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where w; is not null, due to the wrong null space of
the jacobian (see [5] for a more detailed study).

During the secondary task, the coupling between
the translational and rotational velocities, correspond-
ing to axes X and Y, is perfectly shown. This coupling
is theoretically demonstrated by the computation of
the null space of the jacobian.

However, a small oscillatory motion is present also
in axis Z. Though it does not compromise the stability
of the system, additional studies are required in order
to identify the source of this perturbation.

5 Summary and Conclusions

In this paper we have developed different models
and control laws for a stereo visual servoing system
with a single point feature. The observed object is
not an ideal point but an irregular-shaped object with
unknown geometrical model. The object is segmented
from the scene by the vision system, and its center of
gravity is computed. The image coordinates of this
point in both cameras is the output of the vision sys-
tem to the robot controller.

The resulting system is shown to be robust against
calibration errors, either when the raw image features
are used or when the 3D point coordinates is esti-
mated.

However, care must be taken in the choice of the
frames. In the stereo image-based approach, if the
transformation matrices are not properly taken into
account, there exists a persistent rotation velocity
around z direction, due to calibration error. How-
ever, if those matrices are introduced in the model,
the system is robust against this error.

In the future, additional image points as well as new
features like orientation and size of the segmented ob-
ject are planned. These extensions should allow to
perform more advanced tasks like stereo visual grasp-
ing and object recognition.
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