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Abstract

Our research addresses how to find a pose of a mobile
robot in an indoor environment using only angular
information of the sensed data. An omnidirectional
vision sensor is used to get azimuth angles of the fearures
in the environment. The matching problem between
observed angular data and given landmarks in the map
is solved by Interpretation Tree (IT) search method. We
propose a simple and effective pruning rule to reduce the
search space in [T. The primary advantage of the
proposed method is that the localization is accomplished
simultaneously in the matching phase. The localization
algorithm and the feature maiching method are
presented and simulation results are added to show that
considerable reduction of the search space can be
achieved by proposed method.

1. Imtroduction

Localization is one of the main research issues for the
implementation of an autonomous mobile robot. It is a
process of realizing where the robot is in the
environment, based on the sensor information and a prior
knowledge like a map [1]. Numerous techniques have
been developed to solve this problem. In many cases,
they predict the pose of a robot using internal sensors
like an odometer and then adjust the pose using
information from the external sensors like sonar sensors,
vision sensors or lasers to compensate possible
accumulative errors of the internal sensors [1],[2],[3],[4].
So if the initial pose of the robot is not given, or if the
robot gets lost in the map by some reasons, the
prediction and correction scheme cannot proceed. In
such a case, absolute localization is needed, in which
only external sensors are used to localize the robot.

Absolute localization is similar to a recognition
problem in that we should find which part of the map is
best fit to the local information from the sensors. Whole
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features in the map should be compared to the currently
observed features to find correspondence between them.
In this paper, the correspondence problem is solved by
Interpretation Tree (IT) search method. We propose a
simple and effective pruning rule to reduce the search
space in IT. The primary advantage of the proposed
method is that the Ilocalization is accomplished
simultaneously in the matching phase.

Our omnidirectional vision sensor consists of a CCD
camera in a glass tube and a conic mirror aligned with
the optical axis of the camera. Parallel lines to optical
axis are projected into radial lines in the image [5],[6].
Therefore, angular measurements of vertical edges can
be easily obtained in an indoor environment. Moreover,
an omnidirectional vision sensor has some advantages
over ordinary perspective camera system. The one is the
wide angle of view, i.e. 360 degrees. It contributes to the
accuracy of localization because narrow view angle
makes estimation error to be biased in one direction. The
seccond is that it has no need for complicated camera
calibration. We just need to align the optical axis of a
camera with the axis of conical mirror. And aspect ratio
can be found easily by measuring ellipticity of the mirror
in the image. From these reasons, there have been
increasing use of ommi-directional vision sensor for
localization, and navigation of a mobile robot
[51,[6],[7],[8]. But there has been no consideration about
absolute localization except in [8]. We describe absolute
localization technique in a given map with angular
information of observed features,

This paper is organized as follows. In section 2, a pose
estimation algorithm using angular information is
presented. And Interpretation Tree (IT) search algorithm
and pruning rule to find correspondences arc proposed in
section 3. Section 4 shows simulation results to verify
the validity of our method.



2. Pose estimation algorithm

This section shows how to find a pose in a given map
of a mobile robot that can observe only angular
information of the features (i.e. landmarks) in the
environment. To make the problem simple, we assume
that correspondence problem can be solved. That is, for
cach observed landmarks, the corresponding landmarks
on the map can be identified. In fact, the matching is
carried out by Interpretation Tree search in the next
section.

The problem to be solved in this section can be stated
as follows. “Given current sensor measurements
6.",6/",..,8.", and corresponding landmark positions
L7, L, .., L on the map, find robot position R"
and orientation 9;‘” ”(Fig. 1). The superscripts represent
reference frames.
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Fig. 1. Coordinates of the robot and landmarks

In [9], Betke proposed a linear optimization method to
solve that problem in case more than three landmarks are
observed. Complex number representation of a 2D vector
made nonlinear problem to be linear. In our work, some
modifications are made to reduce computation time. By
changing the cost function, the calculation of an inverse
of an N by N matrix can be replaced by that of a 2 by 2
matrix, where (N+1) is the number of landmarks. We
describe the procedure of finding robot position R"™
and orientation @," with given correspondence
between observed angles and those of landmarks on the

map.
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where vec('> transforms a complex number to a 2D
vector and comp () transforms a vector to a complex
number. And L, = [L“, L ]F is a position of a [andmark
in a given map. 0,’s are observed azimuth angles from
robot coordinate. So @, and b, in above equations
are 2 by 1 vectors.
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In order to derive (1)~(6), we used following relations

in Fig.1. [9].
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We omit comp () for convenience. By applying (7)

for i=1,2,..., N, (i.e. for more landmarks), we get
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with unknown / and r’s. Thus, we only have to find
such f and »’s that satisfy (10). This can be solved
by linear least squares method. Finding f and r’sthat
minimize
i 2
217~ (ra, -yl an
i=1
results in (4). Details are listed in appendix. After getting
/. R can be obtained from (9), which is restated as (5)
in vector form. Then we can find the robot heading
directly in Fig.1. as in (6).

We need to inverse a 2 by 2 matrix in (4), so N must
be greater than or equal to two. This means that at least
three or more landmarks are required to solve above
problem.

In this section, we formulated pose estimation
algorithm, when the robot can identify corresponding
landmarks on the map. Next section shows how to
identify those landmarks.

3. Correspondence problem

The problem dealt with in this section is “given
current sensor measurements 6.7 .6" .., 8.7, and
known landmark positions L, L™ ,.., L (k<5
on the map, find the correspondence between 6, °s and
L,’s ™. The problem can be restated in Fig.2. “Find a
robot pose of (a) in (b) such that all radial lines in (a)
pass through some landmarks in (b)". We use
Interpretation Tree (IT) search to tackle this problem. IT
was used in [10] to identify an object in a scene and in
[11] to localize a robot by sonar data. But localization
using IT with angular measurements is a different
problem that needs different constrains. Mouaddib used
IT in [8] for localization using omnidirectional vision
sensor. The subdivision of the robot’s evolution ficld and
verification of each divided rectangle were main idea in
[8]. But IT search was needed for all the rectangles
divided. And the final robot pose could be obtained only
after correspondence problem is solved by IT search. In

our method to be described in this section, only one IT
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search is sufficient. Moreover, robot position R and
orientation HL“" are obtained directly as a result of IT
search,

IT search is based on hypothesis and verification. A
path in a tree structure corresponds to a hypothesis or
assumption. Some verification rules or pruning rules are
required to find out whether the hypothesis is true or not.
In our case, a complete path from starting node to the
deepest one is a candidate of possible correspondence
pairs (Fig.3). The tree has combinatorial number of paths
according to the number of observations and landmarks
on the map. We have to examine all the paths in a tree. In
other words, we should verify all the hypotheses. But
efficient pruning rule can reduce the search space greatly
s0 that computational time can be saved.

, 13 T
,f/
[.’/// il
- g
o 45
/ B8 et e v —
4 25 x A5 4 45 & 05 1 15 2 25 3
(a) (b)

Fig. 2. Angular measurement data and landmark
locations in a given map.
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Fig. 3. Example of IT search

Now, we address our pruning rule to reduce search
space. The basic idea is that if the hypothesis is correct,
i.e. if all the pairings in a complete path have right
correspondences, all the observation in that path should
produce the same pose estimation.

We can find a pose of a robot using equations in

section 2 if correspondences of more than three



landmarks are given. Therefore, a pose can be estimated
using the first three nodes in a path, and the 4th
observation and one afterwards can be used to check if
the estimated pose is consistent with these observations.
If the estimated pose from the first three landmarks is not
correct, 4th or others may not have corresponding
landmarks in the map.

In Fig.3, not all the paths need to be searched to the
deepest node. As we mentioned above, the 4th node can
be used to determine whether to keep going to the next
node or to stop searching in this branch. At the 4th node,
we may have pose estimation from three nodes in the
passed branch. Therefore we can predict observations of
other landmarks based on estimated pose. If real
observation at the 4th node is different from estimated
angle in a degree beyond a certain threshold, we can
conclude that the estimated pose is not consistent with
other observations and that no more ¢xamination in this
branch is required. Then we move to the next branch to
examine the validity of hypothesis attached to that
branch. In general, inconsistency is checked at the 4th
node or at the subsequent nodes. But in some cases, stop
condition occurs at the 3rd node, because certain
improper candidate of 3 correspondences cannot yield
pose solution, The proposed pruning rule is summarized
as follows.

(i) If node-depth = 3, check pose solution existence.
(ii) If node-depth > 3, check
| predicted angle — measured angle/ < threshold

A validated node is used to estimate more accurate
pose in the next step. [f a node fails in the test above,
discard branches below the node and move to next
branch. If all the nodes in a complete path are verified to
be valid, a consistent solution of robot pose is obtained.
The solution may not be unique. The uniqueness is
dependent on the map structure and the number of
observations.

4, Simulation results

The proposed method is verified in this section by
computer simulation. We constructed an artificial map
with 12 landmarks as in Fig.2. (b). In real situation, a
robot cannot observe all the landmarks in the map. So we
have assumed that the robot can observe some of them at
a given pose. We will show that our algorithm works
well though partial information is given to the robot.
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Fig. 6. A solution when 7 measurements are made.

In Fig. 4, (a) is a given pose and true solution, and (b)
is another solution that the proposed algorithm found. In
ideal case, if we set the threshold to be zero in pruning
rule, (b) can be discarded. But in real situation, there can
be many solutions if the number of observations is small
and the map structure is simple. In the same map, a
unique solution was obtained in Fig.5 in which six
measurements are used and in Fig.6 where seven
measurements are used.

Table 1 shows the variation of the search space and the
number of solutions according to the number of



observations. The effects of applied pruning rue are
shown. The entries of the first column are numbers of
observations at a given pose in a map with twelve
landmarks. The second column shows total search space
in IT. In the third column, we present the number of
paths actually traced more than three nodes in depth by
the algorithm. The total number of paths in a search
space is increased as the robot observes more landmarks,
but the number of examined paths has increased
relatively small. It shows that a considerable reduction of
the search space is achieved by the proposed pruning

rule.
Numberof | Totalnumber | Number of actually |  Numberof
observations | ofpathin [T eamined path | solutions found
4 11880 3752 6
5 95040 4573 2
6 665280 4585 1
7 3991680 4591 1

Table. 1. Search space reduction

5. Conclusions

We presented in this paper an absolute localization
technique of a mobile robot using omnidirectional vision
sensor, The proposed algorithm uses Interpretation Tree
method
observed landmarks and models in the map. Localization
and matching are accomplished simultancously by our
that can reduce the search space

search to obtain correspondence between

pruning rule
considerably.
We will conclude this paper with some remarks. The
search space can be more reduced if the ordering
constraint is used. In our work, we have considered all
possible permutations to make the tree structure. But the
observed landmarks have a certain angular orders and the
landmarks in the map have fixed positions. So, the
impossible pairings can be removed in advance.

Appendix

We will derive here eq. (4). That is, it will be shown
that 2x2 matrix inversion is sufficient to find the solution
which minimizes eq. (11).

Eq. (10) can be rewritten as
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Then, X is the solution which minimizes eq. (11).
Now, we can calculate A4 and 4" B and they have
simple forms.
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Thus, we can rewrite eq. (14} as follows.
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Eq. (18) can be easily transformed into eq. (4) by
substitution of r's.
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